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ABSTRACT 

 

 

The feasibility of the Honeywell Durafet to the measurement of pH in a 

dynamic, productive, high-fouling, highly-turbid estuarine environment was 

investigated. Three different configurations of the SeapHOx sensor equipped with a 

Honeywell Durafet and its integrated internal (Ag/AgCl reference electrode containing 

a 4.5M KCl gel liquid junction) and external (solid-state chloride ion selective 

electrode, Cl-ISE) reference electrodes were deployed between April 2015 to August 

2015 and September 2015 to August 2016 in the Murderkill Estuary-Delaware Bay 

System (Delaware, USA). Comprehensive sensor maintenance was performed every 

1-2 weeks to ensure proper continuous sensor operation. Discrete bottle samples for 

dissolved inorganic carbon (DIC), total alkalinity (TA), and pHNBS were collected 

every 30 minutes to calibrate raw sensor output on more than 20 tidal cycle sampling 

trips. During these sampling trips, the full range of biogeochemical exchange between 

the fresher Murderkill Estuary outflow and the more saline Delaware Bay water 

endmembers was captured. The sensor pH collected during the summer of 2016 using 

the furthest refined SeapHOx configuration exhibited good agreement with the 

independent reference pH used. Accordingly, the sensor pH had a root-mean squared 

error (RMSE) ranging between 0.011 and 0.036 pH units across the full salinity range 

of the deployment environment relative to both pHT calculated from measured DIC 

and TA and pHNBS measured with a glass electrode corrected to pHT at in-situ 

conditions.  



 xiv 

In this environment, the Honeywell Durafet proved capable of making high-

resolution, high-frequency pH measurements ranging between 6.8 and 8.4. Natural pH 

fluctuations ranging from <0.5 pH units to >1 pH unit were routinely captured. A 

number of deficiencies in existing deployment guidelines and calibration protocol for 

Durafet-based biogeochemical sensors specific to estuarine and coastal ocean systems 

were identified and highlighted. Further, aspects of electrode response requiring 

further investigation were highlighted. A set of recommendations for the future 

utilization of these sensors in estuarine and coastal systems also resulted from the 

present work. The present work effectively demonstrated the viability of the 

Honeywell Durafet to the accurate and dependable measurement of pH as a part of 

future estuarine and coastal ocean CO2 chemistry studies. The present work was a vital 

step in linking the parallel emerging trends in seawater pH metrology associated with 

the spectrophotometric measurement of pH using purified colorimetric indicator dyes 

and the electrochemical measurement of pH using the Honeywell Durafet over the full 

temperature and salinity range of natural waters. When these trends finally converge, 

the excellent accuracy of the Honeywell Durafet characterized under open-ocean 

conditions (<0.01 pH units) should be consistently achievable in estuarine and coastal 

ocean systems as well. 



 1 

Chapter 1 

 

INTRODUCTION 

 

 

The rapid rise in atmospheric carbon dioxide released by human activities 

since the onset of the industrial revolution and its potential effects on the oceans has 

been of great concern in recent years (Doney et al., 2009a; Doney et al., 2009b; 

Kleypas et al., 2006). As atmospheric carbon dioxide concentrations increase, up to 

one-third of the released CO2 diffuses into the oceans, thereby altering the chemistry 

of the seawater through a process called ocean acidification (Caldeira and Wickett, 

2003). The effects of this acidification are manifested in the subsequent decline in pH 

of not only surface seawater in the open ocean, estimated to be about 0.1 pH units to 

date (Raven et al., 2005), but in natural waters of systems that link the terrestrial and 

marine biospheres such as estuaries and the coastal ocean as well (Duarte et al., 2013). 

The importance of pH as a universal environmental indicator is beyond doubt. The 

parameter not only provides information on the equilibrium processes within the 

marine CO2 system and other acid-base systems, but can also govern mineral 

saturation states, trace metal speciation, nutrient fluxes, nutrient bioavailability, and 

intra-cellular functions such as calcification, photosynthesis, and respiration in marine 

organisms. Because pH exerts such great control over a plethora of biological, 

biogeochemical, and physical properties, pH is often referred to as the “master” 

variable for these processes in aquatic systems (Bates, 1982; Byrne et al., 1988; 

Clayton et al., 1995; Orr et al., 2005). Accordingly, pH and its effects on marine, 
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estuarine, and limnological systems continue to be a highly contentious topic 

throughout the oceanographic community.  

SØrensen first described pH on a concentration scale in 1909 using the 

following equation: 

pH = − log10([H+]) (1) 

where [H+] is the concentration of hydrogen ions in solution. This simplistic 

definition of pH ignores the underlying complexity attributed to this parameter (Zeebe 

and Wolf-Gladrow, 2001) Departing from the initial convention, pH can be better 

expressed in terms of the activity (or “effective” concentration) of hydrogen ions 

contained in solution, thus producing the Effective Hydrogen Ion Activity Scale (paH) 

scale as described below: 

paH = − log10([aH]) = − log10(𝛾HmH) (2) 

where aH is the hydrogen ion activity and 𝛾H is the ion activity coefficient of the molal 

concentration of hydrogen ions (mH) in solution (SØrensen and LinderstrØm-Lang, 

1924). Following the early work of SØrensen (1909; 1924), the paH scale was 

eventually refined into the NBS Scale in 1965. This scale is based on a series of 

standard freshwater buffer solutions with assigned pH values closely resembling the 

pH values measured on the 𝑝𝑎𝐻 scale. This convention was employed as a guide for 

initial calibration of the NBS buffers (Zeebe and Wolf-Gladrow, 2001).  

The reference state of the NBS Scale is pure water with an ionic strength of 

about 0.1 mol kg-1 and seawater has a higher ionic strength of about 0.7 mol kg-1. 

Consequently, many researchers observed problems with the use of the NBS Scale for 
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various applications, including Bates (1975), Hansson (1973a; 1973b), Johnson et al. 

(1977), and Sillen (1968). Moreover, the fundamental problem with the NBS Scale is 

its relationship to the 𝑝𝑎𝐻 scale (Hawley and Pytkowicz, 1973; Pytkowicz et al., 

1974). Though the NBS Scale is not normally used for measuring seawater pH, it is 

still employed in freshwater (Zeebe and Wolf-Gladrow, 2001) and brackish water 

systems (Joesoef et al., 2015). 

Currently, seawater pH is defined in terms of a hydrogen ion concentration and 

is measured on a concentration scale. The three concentration scales employed at 

present are the free hydrogen ion concentration scale (pHF), total hydrogen ion 

concentration scale (pHT), and seawater scale (pHSWS). These scales can be defined 

by the following conventions: 

pHF = − log10([H+]F) (3) 

pHT = − log10([H+]T) = − log10([H+]F + [HSO4
−]) (4) 

pHSWS = − log10([H+]SWS) = − log10([H+]F + [HSO4
−] + [HF]) (5) 

where [H+]i is the concentration of hydrogen ions in solution on the scale of interest; 

[HSO4
−] is the concentration of sulfate ions in solution; and [HF] is the concentration 

of hydrogen fluoride ions in solution (Zeebe and Wolf-Gladrow, 2001). Each 

concentration scale is progressively more inclusive of (H+) contributions from various 

species present in seawater.  

In accordance with the operational definition of the NBS Scale, all three 

concentration scales remain traceable back to a series of standard buffers, for which 

artificial seawater (ASW) that resembles the composition and ionic strength of natural 
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seawater has been adopted as their reference state (Dickson, 1993a; Millero et al., 

1993). The ASW buffers normally utilized are 0.04 equimolal buffers with a high 

buffer capacity and good storage stability (Dickson, 1993a). The four main bases used 

to prepare ASW buffers are 2-aminopyridine (AMP) (Bates and Erickson, 1986), 

tetrahydro-1,4-isohexane (morpholinium) (Czerminski et al., 1982), 2-amino-2-

methyl-1,3-propanediol (BIS) (Bates and Calais, 1981), and 2-amino-2-

hydroxymethyl-1,3-propanediol (TRIS) (DelValls and Dickson, 1998; Nemzer and 

Dickson, 2005; Ramette et al., 1977). The pH values of these four buffers on the total 

scale (pHT) at 25oC and 35 PSU are 6.770, 8.573, 8.810, and 8.094, respectively 

(DelValls and Dickson, 1998; Dickson, 1993a). Since the nominal pH for most natural 

seawater is between 7.4 – 8.2, the only calibrated seawater buffer with a pH that falls 

within that pH range is TRIS, which makes it the primary seawater buffer 

recommended when developing pH measurement methodologies and performing pH 

measurements of natural waters (Dickson et al., 2007). 

The first methodology developed for the determination of pH in natural waters 

was potentiometry. Potentiometry is a branch of electroanalytical chemistry, in which 

a potentiometric cell is used to measure the electrical potential of a solution between 

two electrodes. A potentiometric cell consists of a reference electrode that is designed 

to maintain a known constant electrical potential regardless of changes in pH or ionic 

activity of the solution, and a pH measurement electrode that develops a voltage 

response proportional to the [H+] in the solution of interest (Skoog et al., 2006). When 

using a potentiometric cell, the sample pH, pH(X), is defined to be relative to the 
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standard pH of the buffer, pH(S), calibrated with the standard hydrogen electrode 

using the following equation: 

pH(X) = pH(S) +
ES − EX

k
(6) 

where ES is the electrical potential of the standard buffer solution measured with the 

glass electrode and EX is the electrical potential of the unknown sample (Dickson et 

al., 2007). k is the Nernst slope and can be calculated via: 

k = {RTln(10)} F⁄ (7) 

where R is the Gas Constant (8.3145 J mol-1 K-1), T is the temperature in Kelvin, and F 

is the Faraday Constant (96,487 C mol-1) (Bates and Guggenheim, 1960).  

The second methodology developed for the performance of pH measurements 

of natural waters is spectrophotometry. A spectrophotometric analysis is defined as 

any method that uses light absorption, emission, reflection, or scattering to measure 

chemical concentrations. In spectrophotometric pH determinations, absorbance is 

related to chemical concentration through Beer’s Law via the following equation: 

A = ℇbc (8) 

where 𝜀 is the molar absorptivity in units of M-1cm-1; b is the path length; and c is the 

concentration. Since 𝜀 and b are both constants, the absorbance of a compound is 

directly proportional to c (Harris, 2007). Likewise, this principle can be applied to the 

spectrophotometric pH determinations of natural waters through the addition of a pH-

sensitive colorimetric sulfonepthalein indicator dye (Rérolle et al., 2012). pH-sensitive 

indicator dyes are diprotic compounds comprised of two weak acid-base pairs, 



 6 

H2I/HI− and HI−/I−2, that absorb light at different wavelengths per their specific 

color and molar absorptivity. For spectrophotometric pH determinations, the second 

deprotonation reaction is the one of interest (Clayton and Byrne, 1993). When using 

colorimetric indicator dyes, pH is calculated from the second indicator acid 

dissociation constant (K2) and the measured ratio of the peak absorbances of the HI− 

and I−2 species (Clayton and Byrne, 1993; King and Kester, 1989; Robert-Baldo et 

al., 1985; Yao and Byrne, 1998; Zhang and Byrne, 1996). The peak absorbances of the 

acidic and basic forms of the indicator dye are measured at their wavelengths of 

maximum absorption.  These specific wavelengths are inherent of the indicator dye 

and vary based on the indicator dye used (Rérolle et al., 2012). 

The utilization of these pH-sensitive indicator dyes as the vehicles for the 

determination of the pH of natural waters dates to the first quarter of the 20th Century 

(McClendon, 1917). The development and refinement of these methodologies has 

continued (Byrne, 1987; Byrne and Breland, 1989; Clayton and Byrne, 1993; King 

and Kester, 1989; Liu et al., 2011). Of the numerous pH-sensitive indicator dyes 

available, the most preferred is meta-Cresol Purple (mCP) as it better characterizes the 

full pH range of natural waters (Seidel et al., 2008). This colorimetric indicator dye is 

ideal for pH measurements over the pH range of 7.2 – 8.2 (Easley and Byrne, 2012) in 

both the surface and deeper depths of the seawater column (Clayton and Byrne, 1993). 

The HI− species of mCP has an absorption maximum at 434 nm, while the I−2 species 

of mCP has its absorption maximum at 578 nm (Clayton and Byrne, 1993). 
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The work of Clayton and Byrne (1993) produced the first equation for the 

spectrophotometric determination of pH on the total scale (pHT) using mCP valid over 

a temperature range of 293 < T/K < 303 and a salinity range of 30 < S < 37, which 

takes the form expressed below: 

pHT = log K2 + log (
R − e1

e2 − R ∙ e3
) (9) 

where K2 is the second stoichiometric acid dissociation constant of mCP; ei 

correspond to the molar absorptivity ratios; and R corresponds to A578
𝜆 A434

𝜆⁄ . In 

accordance with Beer’s Law, the second half of the above equation is equal to 

[I−2] [HI−]⁄  (Clayton and Byrne, 1993). Recently, it has been shown that vendor-

specific impurities have been present in the mCP used in the spectrophotometric pH 

determinations of natural waters over the years, which can yield errors up to 0.018 pH 

units (Yao et al., 2007). To combat this, additional purification procedures for 

removing impurities from mCP via HPLC (Liu et al., 2011) and flash chromatography 

(Patsavas et al., 2013a) have been developed. The introduction of purified mCP was 

accompanied by the development a new, slightly modified equation for the 

spectrophotometric determination of natural waters on the total scale (pHT) valid over 

278.15 < T/K < 308.15 and only 20 < S < 40, as given below: 

pHT = log(K2
Te2) + log (

R − e1

1 − R ∙
e3

e2

) (10) 

where each term continues to correspond to the previously defined parameter or 

quantity (Liu et al., 2011). 
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 A side-by-side comparison of the two prevailing pH measurement 

methodologies permits an assessment of their accuracy and precision. The accuracy of 

each measurement methodology can be traced back to the series of TRIS Buffers in 

ASW used in their development. Accordingly, the accuracy of the pH measurements 

would be limited by the accuracy of the buffers, which is about ±0.004 pH units 

(Dickson et al., 2007). The spectrophotometric pH determinations using unpurified or 

purified indicator dyes consistently yield better precision (±0.0004 to 0.001 pH units) 

(Carter et al., 2013; Clayton and Byrne, 1993; Hammer et al., 2014; Liu et al., 2011) 

than potentiometric pH measurement methodologies using various electrode couples 

(±0.001 to 0.003 pH units) (Millero et al., 1993). In addition, a variety of operational 

considerations for both measurement methodologies generally favor the 

spectrophotometric method over the potentiometric method. However, the preference 

of one pH measurement technique over the other often differs between individual 

laboratories, research groups, and scientists, as well as the concentration scale used to 

report their pH measurements (Marion et al., 2011). 

A continuing problem with these two methodologies is that they are presently 

limited to S > 20 where the standards are well calibrated. In addition, the convention 

of defining pH in terms of an activity or a concentration below this salinity threshold 

continues to be disputed. The effects of this discord propagate through all the major 

aspects associated with the measurement and use of pH in natural waters of S < 20. 

The standardization needed to govern and inform research incorporating the 

measurement and treatment of pH over this salinity range continues to elude the 



 9 

scientific community (Dickson et al., 2016). Ultimately, a well-defined and traceable 

set of reference materials is needed to develop, calibrate, and test suitable pH 

measurement methodologies for natural waters of S < 20 (Dickson et al., 2016; 

Millero, 1986).  

It is only recently that a growing movement within the seawater pH metrology 

community seeking to develop a high-precision spectrophotometric pH measurement 

methodology using purified indicator dyes applicable over the full temperature and 

salinity range of natural waters has emerged. Spurred on by the findings of Yao et al. 

(2007), steps have been taken to incorporate purified indicator dyes in subsequently 

developed spectrophotometric pH measurement methodologies (Lai et al., 2016; Liu 

et al., 2011; Patsavas et al., 2013a; 2013b; Soli et al., 2013). Concurrently, parallel 

work contributing to the development of such measurement methodologies that would 

facilitate pH measurements under sub-zero temperatures (Papadimitrou et al., 2016), 

at higher pressures (800-900 bar) (Hopkins et al., 2000; Soli et al., 2013), and below 

open-ocean salinities (French et al., 2002; Gabriel et al., 2005; Hammer et al., 2014; 

Lai et al., 2016; Mosley et al., 2004; Yao and Byrne, 2001) has also been completed. 

The calibration of a new series of TRIS buffers prepared by varying the ratios of 

TRIS:TRIS-HCl added to them, using a Harned Cell, produced buffers of similar 

composition to natural waters of S < 20 that possess the required buffering capacity to 

perform the much needed method development for this task (Pratt, 2014). 
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Chapter 2 

AN EVALUATION OF THE PERFORMANCE OF AN ISFET pH SENSOR IN 

A DYNAMIC ESTUARINE SYSTEM 

 

 

2.1  Introduction 

In recent years, greater consideration has been given to the characterization of 

pH in contemporary studies of the chemistry of natural waters. This type of work is 

central to investigations conducted over a full spectrum of temporal and spatial scales 

(Martz et al., 2010). An integral part of this work has encompassed the development 

of in-situ autonomous biogeochemical sensor packages capable of operating at high 

frequencies in remote areas with minimal user interaction over extended periods of 

time (weeks to months), over which continuous high-quality data of all types may be 

collected (Bresnahan et al., 2014; DeGrandpre et al., 1999; Martz et al., 2010). 

Measurements of this type help resolve the temporal and spatial patterns and trends 

that traditional discrete water sampling in many different environments is unable to 

capture (Ben-Yakov et al., 1974). Presently, there are two major classes of chemical 

sensors that are being utilized to accomplish this goal when it comes to pH: Reagent-

based Optical Chemical Sensors (ROCS) and Electrochemical Sensors (ECS) 

(Hulanicki et al., 1991). 

ROCS employ an analyte-selective reagent (usually a pH-sensitive 

colorimetric indicator dye) to convert the analyte signal into an optical signal 

proportional to analyte concentration, whereas ECS transform the effect of the 

electrochemical interaction between the analyte-electrode couple into a useful signal 
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(Hulanicki et al., 1991). Each type of sensor has the potential to be adapted to 

autonomous measurements of pH. However, with the refinement of the 

spectrophotometric pH measurement methodologies using pH-sensitive colorimetric 

indicator dyes in the last 30 years (Byrne, 1987; Clayton and Byrne, 1993; Liu et al., 

2011; Robert-Baldo et al., 1985; Zhang and Byrne, 1996;) and its wide-spread use 

over electrochemical pH measurement methodologies, the development of these 

sensing systems has been steered in favor of ROCS over ECS (Martz et al., 2010). 

This trend has been amplified by the introduction of cost-effective and operationally 

stable optical components (such as waveguides and LED light sources) (DeGrandpre 

et al., 1999; Rérolle et al., 2013) and smaller, better-quality spectrophotometers 

capable of being integrated into various field-portable ROCS packages (Friis et al., 

2004). The extensive literature of pH sensors based on ROCS designs developed in the 

last 10-15 years utilizing various optical properties like absorbance (Martz et al., 

2003; Rérolle et al., 2013; Seidel et al., 2008) and fluorescence using immobilized dye 

spots (Clarke et al. 2015; Larsen et al., 2011) supports this view. 

Despite the prevailing trends exhibited in recent autonomous pH sensor 

development, ROCS incorporating pH-sensitive colorimetric indicator dyes are not 

without their limitations. Such sensors are composite systems that incorporate intricate 

arrangements of sensor components consisting of both bulkier hardware like pumps 

and valves and more delicate optical media like LEDs and wave guides that must 

properly work in sequence over a prolonged measurement cycle to achieve the desired 

result. As such, some types of ROCS are known for their complicated operation and 
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slow instrumental response times (Martz et al., 2010; Rérolle et al. 2016). Moreover, 

their elevated power requirements (Rérolle et al., 2016) and sometimes component-

specific operational temperature dependence (Bagshaw et al., 2016) makes them 

undesirable for long-term deployments (e.g. > 6 months) in some systems (Rérolle et 

al., 2016). Even more, the sensitivity of some ROCS to freeze-thaw cycles would limit 

their use in polar environments and at near-zero to sub-zero temperatures experienced 

in-situ in range of different deployment environments (Bagshaw et al., 2016).  As an 

added caveat to ROCS operation, they are routinely subject to optical interferences if 

the waters they sample are not filtered from a variety of sources that can instrumental 

slow response time and compromise optical measurements used to calculate pH 

(Liebsch et al., 2001). Ultimately, this could severely limit their use in highly turbid 

waters commonly found in estuarine and coastal marine ecosystems. 

Autonomous pH sensors based on ROCS designs are reputed to produce 

calibration-free measurements of pH given that they are only dependent on the optical 

properties inherent to the indicator dye used, thus resulting in repeatable, drift-free 

continuous measurements (DeGrandpre et al., 1999; Martz et al., 2003). However, 

since measurements consume indicator, this places a simple constraint on ROCS 

operation (Rérolle et al., 2016). Indicator dyes are also known to be less stable in 

solution form and subject to temporal degradation, as demonstrated in measurements 

of pH using their benchtop counterparts (Dickson et al., 2007). Indeed, this caveat of 

ROCS operation would result in erroneous, unrepresentative measurements, which 

only further adds to their complexity and uncertain reliability. Additionally, ROCS 
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operation is limited in the range of environmental temperature and salinity manifested 

in the constraints of the thermodynamic constants of the indicator dye (e.g. constants 

of purified mCP outlined in Liu et al. (2011)) used to calculate pH (Bagshaw et al., 

2016; Rérolle et al., 2016). Likewise, indicator dyes used in ROCS pH measurements 

may have to be purified as well (Bagshaw et al., 2016; Rérolle et al., 2016) due to 

well-known pH errors attributed to dye impurities (e.g. mCP - Yao et al., 2007). A 

viable, robust, simple, and straightforward alternative to pH sensors based on ROCS 

designs was found in the form of a pH-sensitive Ion-Selective Field Effect Transistor 

(ISFET) (Martz et al., 2010). For a more detailed discussion of ISFET operational 

theory, see Section 2.2.7.1. 

The Honeywell Durafet is the current preeminent ISFET pH sensor used in 

open-ocean seawater CO2 chemistry and ocean acidification studies (Bresnahan et al., 

2014; Martz et al., 2010). The Durafet is well adept to this purpose given its quick 

response time and low noise effects due to its low impedance (Martz et al., 2010), its 

stable and consistent linear response with temperature (Takeshita et al., 2014), and its 

well-characterized signal stability at 1 atm (Sandifer and Voycheck, 1999). The 

Durafet is now paired with two quality reference electrodes, an Ag/AgCl reference 

electrode containing a 4.5M KCl gel liquid junction (internal) and a solid-state 

chloride ion selective electrode (Cl-ISE) (external) (Bresnahan et al., 2014; Martz et 

al., 2010). These characteristics justify the operation of the Honeywell Durafet on 

single calibration point over weeks to months without periodic recalibration. 

Operating under these circumstances, the Honeywell Durafet has repeatedly 
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demonstrated a short-term precision (hours) and long-term precision (weeks to 

months) under controlled laboratory conditions of ±0.0005 pH units and ±0.005 pH 

units, respectively (Martz et al., 2010). Also, it routinely exhibited the desirable long-

term precision of better than ±0.01 pH units under in-situ open-ocean conditions 

(Bresnahan et al., 2014). The published precisions of pH measurements made with the 

Honeywell Durafet at open-ocean salinities (S=30-36) brackets the precision needed to 

perform general water quality work (±0.1 pH units) (Millero, 1986; Yao and Byrne, 

2001), general estuarine chemistry work (±0.02 pH units) (Head, 1985), long-term 

ocean acidification monitoring (±0.001-0.003 pH units) (Bates, 2007; Byrne et al., 

2010; Dore et al., 2009; González-Davila et al., 2007; Midorikawa et al., 2010; 

Newton et al., 2015) and to constrain the marine CO2 system in seawater (±0.001 pH 

units) (Yao and Byrne, 2001). When combined with the ease of use associated with its 

sensor packages and straightforward calibration approach (Bresnahan et al., 2014), the 

worldwide use of the Honeywell Durafet has grown very quickly (Frieder et al., 2012; 

Martz et al., 2014; Matson et al., 2011; Price et al., 2012). 

The Honeywell Durafet and its dual-reference electrode configuration were 

originally integrated into two autonomous biogeochemical sensors known as the 

SeaFET and SeapHOx. The SeaFET is the passively flushed sensor that lacks an 

active pumping mechanism and is limited to the collection of pH data. The SeapHOx 

is the actively flushed sensor equipped with a Sea-Bird Electronics 5M submersible 

pump capable of making measurements of temperature, salinity (Sea-Bird Electronics 

Conductivity-Temperature Sensor – SBE37), pH, and oxygen (Aanderaa Data 
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Instruments 4835 Optode). All of the SeapHOx components deploy sequentially in 

one flow stream (Bresnahan et al., 2014). Since the introduction of these sensor 

packages, they have been customized and adopted to the measurement of pH over the 

full environmental range of temperature and salinity characteristic of natural waters 

using a variety of different platforms.  

Besides the use of the Honeywell Durafet under open-ocean conditions, it’s 

use for the measurement of pH at high pressures (Johnson et al., 2016), at near-zero 

temperatures (Bagshaw et al., 2016; Matson et al., 2011; Rérolle et al., 2016), and at 

low ionic strengths (Bagshaw in prep.; cited in Bagshaw et al., 2016) has been 

demonstrated or discussed. The Honeywell Durafet can also be used underway on 

hydrographic cruises (Rérolle et al., 2016), for profiling down to 3000 meters using 

the Deep Sea Durafet (Johnson et al., 2016), and on mobile oceanographic monitoring 

platforms such as the WavepHOx (Bresnahan et al., 2016) and Argo Floats (Johnson 

et al., 2016). The versatility of the Honeywell Durafet suggests that it will become the 

sensor of choice in the future to complement the application of a spectrophotometric 

pH measurement methodology for dilute estuarine waters. Hence, there is a clear need 

to ascertain the feasibility of Durafet use in natural waters of S < 20 characteristic of 

estuarine and coastal ocean systems. 
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2.2  Materials & Methods  

2.2.1  Study Site 

The Murderkill Estuary is a well-mixed, turbid, and nutrient-replete tributary 

(Voynova et al., 2015) of the significantly larger Delaware Bay. The Delaware Bay is 

215 km long, 18 km wide at its mouth up to about 44 km at widest point further 

upstream (Wong et al., 2009). It drains a 36,570 km2 watershed that includes large 

parts of Delaware, New Jersey, Pennsylvania, and the state of New York (Sharp et al., 

2009). The Murderkill Estuary discharges into the Delaware Bay at Bowers, DE 

approximately 39 km upstream of the Bay mouth (Voynova et al., 2015). This small 

tributary estuary covers about 20 km between its discharge point at Bowers, DE and 

its upstream point at Frederica, DE. It has an average channel width of 50 meters and 

average depth of 4.5 meters (Wong et al., 2009). The two dominant system 

endmembers in the Murderkill Estuary-Delaware Bay System are the fresher 

Murderkill Estuary outflow and the more saline Delaware Bay water. The Murderkill 

River and Estuary and the Delaware Bay are both turbid due to elevated suspended 

sediment concentrations attributed to the numerous sources of suspended sediments in 

their watersheds, their tidal currents, and the erosion of ancient, muddy sedimentary 

deposits (deWitt & Daiber, 1974; Ullman et al., 2013; Voynova et al., 2015). 

The Murderkill Watershed is composed of 275 km2, of which 55% is 

agricultural/farmland, 11% is covered by forests, 14% is urban, and 17% is covered by 

wetlands (comprised of 36% tidal wetlands and 60% freshwater wetlands) (DNREC, 

2006). Moreover, the Kent County Regional Wastewater Treatment Facility 
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(KCRWTF) which serves about 130,000 total customers drains into the Murderkill 

Estuary around 10.5 km upstream from its mouth. This subjects the estuary to greater 

population pressures than its predominantly agricultural watershed would suggest 

(KCBPW, 2012). It is important to note that the inputs from the watershed’s wetlands 

and marshes and inputs from the wastewater treatment plant comprise minor third and 

fourth endmembers in the Murderkill Estuary-Delaware System (Dr. William Ullman, 

personal communication). Summed up, these sources contribute to high nutrient 

concentrations in the Murderkill Estuary that can fuel episodic phytoplankton blooms 

that can persist over periods of hours, days, or longer (Voynova et al., 2015), which 

provide ideal food sources for zooplankton and other estuarine heterotrophs (Cloern, 

1996).  

 

2.2.2  Deployment Design 

Over the course of the ten-month deployment period with SeapHOx SP053 

from September 2015 to August 2016 and the preceding 4.5-month deployment with 

SeapHOx SP033, three different sensor configurations were used (Figure 1). Each new 

subsequent configuration incorporated modifications to sensor design meant to 

improve its applicability to the measurement of pH in an estuarine system. SeapHOx 

Configuration v1.0 (SeapHOx SP033) (Figure 1, Left Panel) was simply the sensor as 

designed for open-ocean deployments following its assembly and testing at the Scripps 

Institute of Oceanography. This unit was deployed from 08 April 2015 to 26 August 

2015 in the Murderkill Estuary-Delaware Bay System, but was removed in late August 
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2015 after sensor failure was detected. SeapHOx Configuration v2.0 (SeapHOx 

SP053) (Figure 1, Middle Panel) was equipped with a new flow path consisting of 

rounded tubing connections of a standardized cross-sectional area or inner diameter 

(R-3400 Tubing, 1/2” I.D. x 3/4” O.D., McMaster-Carr Part No. 5255K26) between 

the SB37, SBE 5M submersible pump, and flow housing that lacked all but one of the 

right-angle elbow connectors found on the original sensor flow path. The design of the 

SeapHOx SP053 flow path was further refined into SeapHOx Configuration v3.0 

(Figure 1, Right Panel) by abandoning the remaining right-angle elbow connector at 

the outflow of the SBE37 conductivity cell and integrating a rounded tubing 

connection (R-3400 Tubing, 3/8” I.D. x 5/8” O.D, McMaster-Carr Part No. 5255K24) 

via a tight-seal barbed tube reduction fitting (1/2” I.D. x 3/4" O.D., McMaster-Carr 

Part No. 5463K639) to the 1/2” I.D. tubing on the remainder of the flow path. It must 

be noted that thicker tubing better retained its shape when rounded tubing connections 

were fashioned from it, which minimized constrictions in the new flow path. Because 

of the modifications, the flow path was considerably longer. Accordingly, a much 

longer flushing time was used for SeapHOx Configurations v2.0 and v3.0 (e.g. 60 

seconds for 09 May 2016 to 09 June 2016 deployment and 70 seconds for 20 July 

2016 and 24 August 2016 deployment) than what is recommended for open-ocean 

deployments (25 seconds). The increased flushing time substantially reduced the 

build-up of sediment and its associated fouling of the flow path of the instruments. 

Finally, a sampling interval of 30 minutes was chosen for the present work. 
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2.2.3  Sensor Preparation 

Prior to each sensor redeployment in the present work, sufficient steps were 

taken to verify proper sensor operation and ensure the maintenance of such operation 

over periods of time between scheduled sensor maintenance trips. The necessary tasks 

conform with the Best Practices outlined in Bresnahan et al. (2014) and those detailed 

in a similar section of Rivest et al. (2016). Briefly, following sensor removal, the 

sensor was completely disassembled to facilitate comprehensive interior and exterior 

sensor cleaning procedures and the removal of biofouling organisms of all types. 

Trends in power consumption over the course of the previous deployment manifested 

in recorded battery voltages were also investigated and the old battery pack was 

replaced if warranted. Upon sensor reassembly, all O-rings were replaced (if needed) 

and regreased, all cable connectors were regreased, and any corroded or fouled screws 

found anywhere on the exterior of sensor were replaced.  

Following sensor reassembly, the SBE 5M submersible pump was removed, 

submerged, and tested to ensure proper operation. Optode operation was also tested in 

air pending the measurement of ~270 µM at ~100% oxygen saturation to verify 

performance against the original optode calibration as detailed in Bresnahan et al. 

(2014). Using filtered seawater (salinity ~ 30-31), tests were conducted on the 

response of both electrodes to ensure measurements returned to within nominal 

voltage ranges for each reference electrode described in Bresnahan et al. (2014). Once 

all the tests of all sensor components were completed, the sensor body was wrapped 

with 2” wide white EZ Tear Construction Tape (Micronova Mfg., Inc., Part No. EZT-
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2WH) followed by overlapping layers of copper tape. Copper tape was employed as 

the primary antifouling measure for the present work consistent with the 

recommendations of Bresnahan et al. (2014), while the construction tape greatly 

simplified the process of removing it after subjection to multiple months of in-situ 

estuarine conditions. The SeapHOx was also fitted with a replacement U-shaped 

copper pipe inlet at that time as well. Then, using the “Test Deployment” mode 

available on SeapHOx units of a build similar to SP053, electrodes were conditioned 

in filtered seawater taken from the lower Delaware Bay while the sensor was 

continuously powered and the pump turned off for the periods of time between sensor 

deployment periods. Electrodes remained stored in seawater during transport to the 

deployment site as well. For a more detailed evaluation of the applicability of the 

recommended open-ocean electrode conditioning protocol for a sensor deployments in 

an estuarine system, see Section 2.4.1. 

 

2.2.4 Field Deployment 

For the duration of the sensor deployments, the SeapHOx units were deployed 

alongside the suite of co-located sensors comprising the Kent County Land-Ocean 

Biogeochemical Observatory (LOBO) (http://kentcounty.loboviz.com/) (Table 1) 

except during December 2015-March 2016 when those sensors were undergoing 

annual maintenance and conditioning. The LOBO deployment platform consisted of 

an aluminum cage with removable struts mounted on a trolley made of 1” thick 

galvanized steel raised and lowered by means of a marine winch onto an I-Beam 
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situated on a pier adjacent to the mouth of the estuary that terminated with a concrete 

slab set 2.5 feet above the estuary floor. SeapHOx SP033 (SeapHOx Configuration 

v1.0) (Figure 1, Left Panel) was deployed upright. Thus, sensor performance suffered 

greatly from the effects of sediment accumulated over the electrode surfaces (Figure 2, 

Top Left/Top Right Panels) as indicated in the sustained pH decrease captured by both 

reference electrodes (Figure 3). Over the course of this deployment, various measures 

to combat sediment accumulation inside the flow housing were employed (Figure 2, 

Bottom Left/Bottom Right Panels) with only limited success. Ultimately, sediment 

was still able to accumulate over periods of variable turbidity conditions between 

sensor maintenance trips as it settled out of suspension from the waters left inside the 

flow housing after each sampling cycle once pumping ceased.  

When deploying subsequent SeapHOx configurations with SeapHOx SP053, 

the sensor was attached to the LOBO cage using a pair of aluminum brackets joined to 

the white SeapHOx brackets (Figure 4). A stainless-steel hose clamp (9-3/8” x 12-1/4” 

clamp ID, McMaster-Carr Part No. 5011T44) was also wrapped around the struts and 

attached sensor with pieces of gasket rubber separating the aluminum from the 

stainless steel as a fail-safe stabilization measure. Prior to deployment, the aluminum 

brackets and all aluminum LOBO components were coated with black Interlux 

Pacifica Plus antifouling paint (Interlux Paint, LLC., Union, NJ, USA). To prevent a 

repeat of the SeapHOx SP033 failure, SeapHOx SP053 was deployed upside down so 

any sediment would accumulate away from the electrodes inside the flow housing. For 

future sensor deployments in turbid environments, an upside down or horizontal 
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orientation that minimizes sediment effects is recommended. Likewise, either 

orientation is also more neutral with respect to the strain placed on the pump 

associated with pumping against gravity. The flow path was plumbed into the original 

outflow point of the flow housing to ensure it filled bottom-to-top in its new 

orientation keeping the electrodes and optode always immersed. In addition, the 

copper pipe inserts integrated as a secondary antifouling measure into the flow path of 

SeapHOx Configuration v1.0 were replaced by a U-shaped copper pipe inlet (Mueller 

Industries, MCTP-W Type ACR Refrigeration/AC Copper Pipe, 1/2" O.D.) bent to a 

180o angle. The U-shaped inlet was placed at the sensor inflow point to prevent the 

passive settling of sediment and/or active invasion of fouling organisms into the 

sensor flow path. Because multiple metals were used for various parts of the LOBO 

assembly, sufficient anti-corrosion measures were employed. 

 

2.2.5  Sampling Approach 

For a sensor deployment in a dynamic, productive, high-fouling, highly-turbid 

estuarine system characterized by high turbidity and large salinity changes over 

relatively short-time scales (Ullman et al., 2013; Voynova et al., 2015), the discrete 

sampling regiment adopted to calibrate the sensor should not be based on the static-

point approach practiced by operators of these sensors in open-ocean environments. 

Instead, the prevailing biogeochemical controls should be integrated into the discrete 

sampling regiment and discrete bottle samples should be collected over a period long 

enough to capture the full fluctuations in the parameters of interest in the deployment 
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environment. If this dynamic-point approach is not practiced, sensor operators risk 

introducing unintentional bias into any subsequent sensor calibrations. 

The Murderkill Estuary-Delaware Bay System is essentially a river mouth and 

flood-dominant system (Dzwonkowski et al., 2013; Wong et al., 2009) characterized 

by significant discharge asymmetry resulting in much slower ebb tides and more rapid 

flood tides (Dzwonkowski et al., 2013). It is known that both high-frequency tidal 

fluctuations and low-frequency subtidal controls of spring-neap tides, winds, and large 

storm events drive local biogeochemistry (Dzwonkowski et al., 2013; Voynova et al., 

2015; Wong et al., 2009). Thus, these biogeochemical controls were considered when 

planning sampling trips, which allowed for tidal cycle sampling to be adopted where 

discrete bottle samples were collected over the course of 10-12 hour periods. For this 

reason, the full range of salinity and pH associated with the periods of time when one 

or another system endmember dominates and periods of mixing between the two 

endmembers interspersed between were captured. Hence, this reduced the chances of 

introducing bias into reference pH datasets used to the perform the sensor calibration 

in terms of salinity, pH, or system endmember. Accordingly, sampling trips were also 

synchronized with favorable conditions related to subtidal controls of local 

biogeochemistry such as winds and the temporal responses of both system 

endmembers to large storm events that represent significant freshwater inputs to the 

watershed (Voynova et al., 2015). This allowed the sensor operator to maximize the 

biogeochemical range the dynamic-point calibration covers. To this end, the 

incorporation of local biogeochemical controls into dynamic-point sensor calibrations 
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performed on Durafet-based biogeochemical sensors must continue in the future in 

similar deployment environments when practical. 

 

2.2.6  Sensor Maintenance 

Sensor maintenance was continuously performed every 7-10 days from May 

2016 to August 2016, following previously compiled SOPs designed to minimize the 

effects of sediment and fouling organisms on sensor performance between 

maintenance trips. The degree of fouling observed on the SeapHOx over a 1-2 week 

period in an estuarine system (Figure 5) was comparable to that of much longer open-

ocean SeapHOx deployments. Fouling appeared to be considerably worse from March 

to October coinciding with the most productive times of year in the Murderkill 

Estuary-Delaware Bay System (Ullman et al., 2013; Voynova et al., 2015), whereas it 

was only minimal over the winter months from November to February. SeapHOx 

maintenance was performed concurrently with that of the co-located Kent County 

LOBO equipment. This reduced the chances of degraded sensor performance 

attributed to fouling organisms or sediment not directly in contact with the SeapHOx, 

but could still indirectly affect data quality through altering the chemistry of the waters 

directly surrounding the instruments sampled by the SeapHOx.  

 

2.2.7  pH Calculation 

The SeapHOx reports a pair of pH values based on the dual-reference electrode 

design of this sensor package. These pH values and their associated calibration 
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constants must be calculated from sensor voltages, in-situ temperature, and in-situ 

salinity measured over the course of each individual sampling cycle. In the subsequent 

section, a review of the ISFET operational principle and the derivations of the 

essential equations comprising the operation theory of each reference electrode is 

discussed. 

 

2.2.7.1 ISFET Operational Theory 

Conventional ISFET sensors are a subdivision of Chemical Sensitized Field 

Effect Transistors (CHEMFETs) similar to a Metal Oxide Semiconductor Field Effect 

Transistor (MOSFET) technology (Hulanicki et al., 1991). However, an ISFET lacks 

the metal gate electrode over the conduction channel (Martz et al., 2010). ISFETs 

generally operate by applying a constant drain source voltage and employing a 

feedback circuit to maintain it (Martz et al., 2010) (Figure 6). The metal gate electrode 

was replaced with a thin insulating layer of amphoteric material capable of facilitating 

both surficial protonation and deprotonation reactions that covers the surface of the 

conduction channel located between the source and the drain (Martz et al., 2010). The 

function of the metal gate electrode is satisfied by direct exposure of the insulating 

material to solution (Rérolle et al., 2012). The pH of the solution is then determined 

by voltage measurements between a reference electrode and the sensing layer (Martz 

et al., 2010) manifested in the change in the drain-source current usually held constant 

(Hulanicki et al., 1991) as controlled by the site-binding protonation-deprotonation 

process occurring the solution-insulator interface (Martz et al., 2010). 
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In mathematical terms, ISFET response can be calculated via the following 

equation (Janata, 2009): 

∆VG =
2.303RT

ziF
log (

ai

∑ Ki,jaj

zi zj⁄
j

+ 1) (11) 

where ΔVG is the ISFET response, R is the Gas Constant, T is the temperature in 

Kelvin, F is the Faraday Constant, zi is the charge of the ion of interest, zj is the charge 

of any interfering ions present, ai is the activity of the ion of interest, aj is the activity 

of any interfering ions present, and Ki,j are the intrinsic dissociation constants of the 

ion of interest and any interfering ions present, respectively. Like other ion-selective 

sensors, the measured change in the drain-source current or ISFET response (ΔVG) is 

proportional to the activity and concentration of the ion of interest in solution 

(Mikhelson, 2013) and hence, the pH of the solution (Janata, 2009). For a more 

comprehensive explanation on the possible effects of other interfering ions present in 

equation 11, see Section 2.2.9. 

For the application of the proton-sensitive Honeywell Durafet to the 

measurement of seawater pH on a concentration scale using a conventional reference 

electrode that exhibits a Nernstian response to the free chloride ion, equation 11 can be 

rewritten into the general forms given below (Martz et al., 2010): 

Esensor = Esensor
∗ − (

RT ln(10)

F
× log(aHaCl)) (12) 

Esensor = Esensor
∗ − (

RT ln(10)

F
× log(𝛾H𝛾Cl)) − (

RT ln(10)

F
× log(mHmCl)) (13) 
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where Esensor is the measured voltage, Esensor
∗  is the calibration constant, and ai is the 

activity of either H+ or Cl−, 𝛾i is the ion activity coefficient of either H+ or Cl−, and 

mi is the molal concentration of either H+ or Cl−. In addition, a nominal +1 gain 

added to the corresponding quantity is programmed into the operation of all sensors 

built around the Honeywell Durafet effectively bringing equations 12 and 13 in line 

with equation 11. Using the logarithm laws, equation 13 can be rearranged to isolate 

pH or the − log(mH) as seen below: 

Esensor = Esensor
∗ − (

RT ln(10)

F
×[log(𝛾H𝛾ClmCl) − pH]) (14) 

Temperature-dependent standard potentials for the reference electrode configuration 

incorporating the Honeywell Durafet are instead referred to as calibration constants 

(Bresnahan et al., 2014) designated by an asterisk (*) (e.g. Esensor
∗ ) over a nought 

symbol (o) (e.g. Esensor
o ) because of the inter-sensor variability observed in these 

quantities characterized from previous work (Martz et al., 2010). 

 

2.2.7.2 FET|INT and FET|EXT 

As designed, the SeapHOx can make two separate pH measurements using its 

two integrated reference electrodes – FET|INT (Ag/AgCl) and FET|EXT (Cl-ISE) – 

designated by the notations of pHINT and pHEXT, respectively (Martz et al., 2010). In 

the case of FET|INT, the necessary parameters denoted by ‘INT’ can be calculated via 

the following equations (Martz et al., 2010): 

EINT = Ej + EINT
∗ − S× log(mH) (15) 
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EINT
∗ = {E∗(FET|INT) − S× log[𝛾H(sw)] − S× log[aCl(ref gel)]} (16) 

pHINT =
(EINT − EINT

∗ )

S
(17) 

where S is the Nernst slope (S =  {RTln(10)}/F); Ej is the liquid junction potential; 

aCl is the chloride ion activity of the KCl reference gel in FET|INT; and 𝛾H and mH 

represent the ion activity coefficient and molality of the hydrogen ion in solution. 

Since FET|INT can measure dissolved H+ in solution and dissolved Cl- in the 

reference gel, it always has a repeatable chloride ion activity (aCl). Because of this, 

log(𝛾H𝛾ClmCl) is incorporated into the operational definition of the voltage converted 

to pH via the temperature-dependent Nernst slope in equation 17 (Martz et al., 2010). 

In the case of FET|EXT, it does not demonstrate a repeatable aCl (Martz et al., 

2010). To a similar effect, a set of equations detailed in Martz et al., (2010) can be 

used to calculate the key parameters as denoted by ‘EXT’ as well: 

EEXT = E∗(FET|INT) − S× log(𝛾H𝛾Cl) − S× log(mCl) − S× log(mH) (18) 

EEXT
∗ = E∗(FET|EXT) (19) 

pHEXT =
(EEXT − EEXT

∗ ) + S× log(𝛾H𝛾ClmCl)

S
(20) 

where S is the Nernst slope (S =  {RTln(10)}/F) and 𝛾i and mi represent activity 

coefficients and molality of either H+ or Cl−, respectively. Since FET|EXT measures 

dissolved hydrogen chloride (HCl) in solution, the mean activity coefficient of 

hydrogen chloride (HCl) (𝛾±(HCl)2 = 𝛾H𝛾Cl) calculated from temperature and 

salinity (Khoo et al., 1977) and the concentration of the free chloride ion in seawater 
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(mCl) calculated from salinity (Dickson et al., 2007) are used to calculate pHEXT 

(Bresnahan et al., 2014; Martz et al., 2010). Using the measured voltage, in-situ 

temperature, and in-situ salinity, pHINT and pHEXT
 are calculated assuming a 100% 

Nernst slope (e.g. 59.16 mV/pH at 25oC) and a constant d𝐸𝑠𝑒𝑛𝑠𝑜𝑟
∗ /d𝑇 (e.g. 

d𝐸𝐼𝑁𝑇
∗ d𝑇 =  −0.001101 V/℃⁄  𝑎𝑛𝑑 d𝐸𝐸𝑋𝑇

∗ d𝑇 =  −0.001048 V/℃⁄ ) (Bresnahan et 

al., 2014; Martz et al., 2010). 

 

2.2.8  Calibration 

Conventional calibration protocol for electrochemical pH measurement 

methods consist of employing a series of traceable reference materials (e.g. TRIS 

Buffers in ASW) representative of the composition of natural waters at those salinities 

to calibrate and periodically recalibrate the electrodes or sensors to be used. When 

performing an electrochemical pH calibration using one of the three concentration 

scales for work in low and intermediate salinities, it has been recommended that a 

single standard reference buffer at an intermediate salinity between freshwater and 

seawater (e.g. 15 < S < 20) or a series of standard buffers spanning the full salinity 

range encountered be used (Whitfield et al., 1985). Yet, the problem with the former is 

that the errors associated with any measurements made greatly increase when 

deviating from the single calibration salinity (Whitfield et al., 1985), while the 

problem with the latter rests in the difficulties in the preparation and preservation of 

each individual buffer (Easley and Byrne, 2012). In the case of the latter, it has been 

demonstrated that a 10-unit change in the salinity between the seawater buffer solution 
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and natural seawater sample yields errors of up to 0.028 pH units and even a 

difference of only 2 salinity units results in errors of 0.005 pH units (Easley and 

Byrne, 2012). Certainly, this highlights the need for finer salinity incrementation 

between successive buffers and only adds to the complexity of this method (Easley 

and Byrne, 2012; Whitfield et al. 1985).  

The difficulties of standard buffer calibration methods for electrochemical pH 

determinations below S=20 were circumvented by employing the calibration method 

for Durafet-based biogeochemical sensors recommended by Bresnahan et al. (2014). 

This type of sensor calibration is dependent on the natural variability inherent to the 

deployment environment (Hofmann et al., 2011; Kline et al., 2012) rather than a 

comparison against standard reference buffers. Such an in-situ or field calibration is 

performed through the collection of in-situ pH data via a series of discrete samples 

coinciding with the time of sensor measurements measured using well-established 

benchtop methods and then calibrating a working Durafet to those field measurements 

(Bresnahan et al., 2014).  

Using this approach, the primary control on the quality of the sensor 

calibration and subsequent sensor time series is directly related to the amount and 

quality of the discrete samples collected over the course of a sensor deployment. An 

optimal discrete sampling regiment is characterized by >10 usable discrete bottle 

samples (Rivest et al., 2016). On the other hand, calibrating a sensor time series to 

only one discrete bottle sample can produce sensor inaccuracies of ~0.1 pH units 

(Bresnahan et al., 2016) and is strictly recommended against (Bresnahan et al., 2014) 
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due to the limitations it places on the evaluation of sensor failure or effects of 

biofouling (Rivest et al., 2016). A second control is related to the benchtop pH 

measurement method chosen to measure the pH of the discrete bottle samples. Past 

experiences dictate that the pH measurements of discrete bottle samples from open-

ocean deployments be performed using spectrophotometric pH measurement methods 

using pH-sensitive colorimetric indicators known for their high precision and minimal 

operator interaction (Carter et al., 2013). On the other hand, the application of 

spectrophotometric pH measurement methodologies is not straightforward in lower 

salinity waters as previously discussed in Section 2.1. Therefore, this limits the 

applicability of spectrophotometric pH measurement methods to sensor deployments 

in natural waters below S=20. Yet, other pH measurement methodologies exist and pH 

can be calculated from two marine CO2 system parameters – dissolved inorganic 

carbon (DIC), partial pressure of CO2 (pCO2), and total alkalinity (TA) – so a sensor 

calibration in an estuarine environment is still achievable. 

 

2.2.8.1 Field Measurements  

Dissolved inorganic carbon (DIC), total alkalinity (TA), and pHNBS were 

measured at the sensor deployment site located at the confluence of the Murderkill 

Estuary and Delaware Bay at Bowers Beach, DE on 01 June 2016 from 0900-1900 

and 02 August 2016 from 0800-1930. A 1200-Watt gasoline-powered generator 

(Champion Power Equipment) was used to supply power to all equipment over the 

course of these sampling trips. Water column samples were continuously collected 
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every 30 minutes coinciding with sensor measurements (00:00 and 00:30) made at the 

same frequency using a peristaltic pump by way of a 12.5’ length of tubing lowered 

into the water and sufficiently weighted to maintain a fixed position. The tubing was 

placed at the approximate location of the sensor relative to the pier its deployment 

structure was mounted on. Measurements of in-situ temperature, salinity, and pressure 

were taken from the SeapHOx. 

 

2.2.8.2 Analytical Methods 

Samples for DIC and TA were collected usually in duplicate following 

filtration through Whatman 0.45 µm Polyethersulfone (PES) filters (GE Healthcare 

Bio-Sciences, Pittsburgh, PA, USA) by bottom-filling into triple-rinsed 250-mL 

borosilicate bottles. The samples were then fixed with 100 µL of saturated mercuric 

chloride (HgCl2) solution. Approximately every 30 minutes, filters were regenerated 

by rinsing the filter backwards then forwards three times using a reservoir of deionized 

(DI) water and a second peristaltic pump following individual sampling cycles. Upon 

returning from the field, the samples were preserved in 4oC for future analysis (Cai 

and Wang, 1998; Jiang et al., 2008). DIC was determined through acid extraction by 

quantifying the released CO2 using an infrared gas analyzer (AS-C3 Apollo Scitech). 

TA was measured by Gran Titration (Gran, 1950; 1952) using a semi-automated open-

cell titration system (Cai et al., 2010; Huang et al., 2012). All measurements were 

calibrated against certified reference materials (CRM, provided by A.G. Dickson from 

Scripps Institute of Oceanography). 
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Samples for pHNBS were collected unfiltered always in duplicate via bottom-

filling into triple-rinsed 125-mL clear glass bottles. pHNBS was measured using an 

Orion Dual Star pH/ISE Benchtop Meter equipped with a new Orion 8302BNUMD 

Ross Ultra Glass Triode pH/ATC Combination Electrode (Thermo Fisher Scientific 

Inc., Beverly, MA, USA) within 3-5 minutes of sample collection at in-situ 

temperature. The pH electrode was calibrated every 2-3 hours using three National 

Bureau of Standards (NBS) traceable freshwater pH buffers of 4.01, 7.00, and 10.01 

stored in 20 mL scintillation vials thermostatted in water taken from the Murderkill 

Estuary for at least 30 minutes prior to the calibration. During all pHNBS 

measurements, parafilm was used to minimize CO2-exchange between the sample and 

the surrounding atmosphere. Also, all pH measurements were performed in the shade 

under an umbrella to minimize electrode drift caused by exposure to direct sunlight. 

Fresh 20 mL aliquots of the pH buffers were also used for each sampling trip to 

minimize the errors in pHNBS measurements potentially imparted by the pH buffers 

themselves.  

 

2.2.8.3 Independent Reference pH 

From the measurements of DIC, TA, and pHNBS, two sets of independent 

reference pH emerged that were used to calibrate the raw sensor time series. The first 

independent reference pH was pHT calculated from measured DIC and TA at in-situ 

temperature, salinity, and pressure (pHDIC−TA
disc ) using the inorganic carbon dissociation 
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constants from Millero et al. (2006), the bisulfate ion acidity constant of Dickson 

(1990), and the boron-to-chlorinity ratio of Lee et al., (2010) in the Excel macro 

CO2SYS (Pierrot et al., 2006). These constants were used for all other CO2SYS 

calculations performed. Calculations of pHT using the inorganic carbon dissociation 

constants from Mehrbach et al., 1973 refit by Dickson and Millero (1987) were also 

performed. However, preliminary results of the present work found that the constants 

from Millero et al. (2006) were more suited to calculations of pHT in estuarine waters 

(S < 30). 

The second independent reference pH was pHT calculated from the field 

measurements of pHNBS made on discrete bottle samples with a pH electrode. To use 

these pH measurements, they were first corrected to the SeapHOx temperature by 

applying the difference between values of pHNBS calculated from measured DIC and 

TA at the measurement temperature and at the SeapHOx temperature to them. This set 

of pHNBS values was designated pHNBS
field. Following this step, a second correction 

based on the difference between pHNBS and pHT calculated from measured DIC and 

TA at in-situ temperature (T), salinity (S), and pressure (P) solely attributed to the 

difference in the pH scales (∆pHscales) was then applied to pHNBS
field to generate the 

second independent reference pH (pHelec
disc) per the following conventions: 

∆pHscales(T, S, P) = pHNBS
DIC−TA(T, S, P) − pHT

DIC−TA(T, S, P) (21) 

pHelec
disc(T, S, P) = pHNBS

field(T, S, P) − ∆pHscales(T, S, P) (22) 
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By applying this pair of corrections, the pHelec
disc was converted to the total scale (pHT) 

used in the sensor calibration and in-situ environmental conditions (temperature, 

salinity, and pressure) were conserved.  

 

2.2.8.4 Departure from Open-Ocean Calibration Approach 

The remoteness of open-ocean sensor deployment sites can limit access to the 

sensor over the course of long-term deployments and the ability to collect quality 

discrete bottle samples. This often results in the need for complicated, time-intensive 

collection methods for those samples (e.g. via Niskin Bottle by Scuba Diver) (Rivest 

et al., 2016). It would also prevent the performance of regularly scheduled 

maintenance needed for the continuous collection of high-quality data in dynamic, 

productive, high-fouling, highly-turbid environments. Thus, tradition has dictated that 

a sensor time series generated from such deployments be treated as one continuous 

time series from beginning to end with pre-deployment calibration and/or post-

deployment calibrations sometimes attached to validate sensor performance 

(Bresnahan et al., 2014). In the case of an estuarine sensor deployment in an 

accessible location characterized by an adequate number of quality independent 

reference pH measurements from quality discrete bottle samples and regularly 

scheduled sensor maintenance, a departure from this convention is justified. 

The results of such sensor deployments leave the sensor operator with many 

shorter-duration sensor time series that may be calibrated independently since the 

sensor operation is essentially reset following the conclusion of each maintenance 
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session. These independent sensor time series can be combined after the sensor 

deployment to build an aggregated sensor time series. This more frequent and rigorous 

calibration approach provides a better way of accounting for the natural variability 

inherent to the estuarine deployment environment. Ultimately, this approach would 

facilitate an evaluation of the performance of the Honeywell Durafet in an estuarine 

environment over timescales bracketing those performed in controlled laboratory 

environments (hours to days) (Bresnahan et al., 2014; Martz et al., 2010) and in the 

open ocean (multiple months) (Bresnahan et al., 2014; Rivest et al., 2016). 

 

2.2.8.5 Types of Calibrations 

At present, there are two contrasting methods that have been used to calibrate 

Durafet-based biogeochemical sensors: pH Domain and Raw Signal Domain. The first 

calibration method is comparative and only requires access to the sensor pH 

(pHsensor) and the independent reference pH. The second method is based on the raw 

signal domain of the data which is much more intricate and requires intimate 

knowledge of the sensor operational theory. The raw signal domain requires access to 

the measured voltages and the independent reference pH as well. In the following 

sections, we provide a brief overview of each calibration type. 

 

2.2.8.5.1 pH Domain 

Essentially, the calibration method encompassing the pH domain is a simple 

comparison of the raw, uncalibrated sensor output (pHsensor) against an independent 
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reference pH (e.g. pH measured from discrete bottle samples - pHdisc). Property-

property plots of pHsensor (dependent variable) vs. pHdisc
 (independent variable) 

provide valuable insight into sensor performance reflected in the degree of deviation 

of the sensor output from the truest pH of the water seen by the sensor at that time 

(pHdisc) (Bresnahan et al., 2014). These deviations can be characterized from the 

intercept (sensor offset - 𝑐0) and slope (sensor gain - 𝑐1) (Bresnahan et al., 2016) 

generated from a Model II least squares fit of the data (Peltzer, 2007). If significant 

deviations in the intercept and slope from 0 and 1, respectively, are observed, this 

suggests bias in the sensor and/or reference pH used in the comparison. Calibrating a 

raw sensor time series only using this approach is not recommended as it limits the 

identification of and the differentiation between all the potential sources of error, 

thereby introducing significant sampling error to the final sensor time series 

(Bresnahan et al., 2014). 

 

2.2.8.5.2 Raw Signal Domain 

The raw signal domain provides a more robust and dependable means of 

calibrating a raw sensor output. It is done through the calculation and application of a 

new set of calibration constants (Esensor
∗ ) to displace the raw sensor measurements to 

bring them in-line with the chosen reference pH (Bresnahan et al., 2014). To report a 

reasonable range of pH values for a given deployment environment, all SeapHOx units 

are programmed with a pair of initial calibration constants corrected to the calibration 
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temperature of 25oC specific to each reference electrode when they are first 

assembled, EINT,0
∗  (T = 25℃) (Ag/AgCl) and EEXT,0

∗  (T = 25℃) (Cl-ISE). These 

values serve as nominal placeholders used to calculate pHINT and pHEXT using 

equations 15-17 and 18-20, respectively (Martz, 2012). The values of EINT,0
∗  (T =

25℃)  and EEXT,0
∗  (T = 25℃) programmed into SeapHOx SP053 were -0.4347 V and 

-1.4070 V, respectively. Many researchers elect to perform pre-deployment 

calibrations, thus yielding a more dependable and realistic set of calibration constants 

that can be utilized from the onset of sensor deployment (Bresnahan et al., 2014). 

However, since this was a pilot deployment of a Durafet-based biogeochemical sensor 

in an estuarine environment with no available comparisons, a system of rigorous in-

situ sensor deployment calibrations was pursued. 

The calculation of new sets of calibration constants is simplified via the use of 

a MATLAB script that uses inputs of the measured sensor voltages (EINT(T)/

EEXT(T)), in-situ temperature (T), in-situ salinity, and the independent reference pH at 

in-situ temperature (pHT(T)/pHF(T)) corresponding to the same time stamp of an 

individual sensor measurement. For the FET|INT, the new calibration constants at in-

situ temperature, EINT
∗ (T), and the final calibration constants corrected to 25oC, 

EINT,f
∗  (T = 25℃), are calculated via the following equations (Bresnahan et al., 2014): 

EINT
∗ (T) = EINT(T) − S(T)×pHT(T) (23) 

EINT,f
∗  (T = 25℃) = EINT

∗ (T) +
d𝐸𝐼𝑁𝑇

∗

d𝑇
(25℃ − T) (24) 
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where S(T) corresponds to the Nernst slope at in-situ temperature and d𝐸𝐼𝑁𝑇
∗ d𝑇⁄  

corresponds to its previously defined quantity. For the FET|EXT, EEXT
∗ (T) and 

EEXT,f
∗  (T = 25℃) are calculated as follows (Bresnahan et al., 2014): 

EEXT
∗ (T) = EEXT(T) + S× log(𝛾H𝛾ClmCl) − S×pHF (T) (25) 

EEXT,f
∗  (T = 25℃) = EEXT

∗ (T) +
d𝐸𝐸𝑋𝑇

∗

d𝑇
(25℃ − T) (26) 

where 𝛾i represents the ion activity coefficients of either H+ or Cl−, mi represents the 

molality of either H+ or Cl−, and d𝐸𝐸𝑋𝑇
∗ d𝑇⁄  corresponds to its previously defined 

quantity. Throughout this process, values of EEXT
∗ (T) and EEXT,f

∗  (T = 25℃) are 

calculated from independent reference values of pHF corresponding to the time stamp 

of an individual sensor measurement (Bresnahan et al., 2014). 

Once the values of EINT,f
∗  (T = 25℃) and EEXT,f

∗  (T = 25℃) are set, the 

application of these values and subsequent recalculation of all pH values is expedited 

by a second MATLAB script designed to batch process all sensor measurements in a 

single sensor time series (Bresnahan et al., 2014). The pH values are recalculated 

using modified forms of equations 17 and 20 for pHINT and pHEXT, respectively as 

follows: 

pHfinal
INT =

(EINT − EINT,f
∗  (T = 25℃))

S
(27) 

pHfinal
EXT =

(EEXT − EEXT,f
∗  (T = 25℃)) + S× log(𝛾H𝛾ClmCl)

S
(28)  
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where pHfinal
INT  and pHfinal

EXT  correspond to the final calibrated pH values measured with 

the internal and external reference electrodes, respectively. In this final step, standard 

practice dictates that the pHF taken from EEXT be converted to pHT, thereby making 

the two pH values measured by the different reference electrodes directly comparable 

(Bresnahan et al., 2014). 

When pH values populating a final sensor time series are calibrated, all raw 

sensor measurements (voltages, in-situ temperature, and in-situ salinity) are constants 

and used to recalculate the calibration constants based on the reference pH chosen. 

This means the calibration constants and the pH values are dependent one another 

such that the difference between the raw sensor pH and the independent reference pH 

is the principle control on the magnitude of the new calibration constant. This caveat 

propagates through the calibration process since the only thing that changes when 

calibrating a sensor time series is the calibration constant. So, the difference between 

the final calibrated sensor pH (pHfinal
sensor) and raw uncalibrated sensor pH (pHraw

sensor) is 

dependent on and inversely related to the difference between the initial 

(Esensor,0
∗  (T = 25℃)) and final (Esensor,f

∗  (T = 25℃)) calibration constants 

according to the quantity (Esensor − Esensor,f
∗  (T = 25℃)) in equations 27 and 28. 

When redefining the calibration constant and calibrating a sensor time series, the only 

change is the contribution of the calibration constant to the total voltage, 

(Esensor − Esensor,f
∗  (T = 25℃)), converted to pH via the temperature-dependent 

Nernst slope. Since both calibration constants are negative quantities, if 
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Esensor,f
∗  (T = 25℃) < Esensor,0

∗  (T = 25℃), then (Esensor − Esensor,f
∗  (T =

25℃)) > (Esensor − Esensor,0
∗  (T = 25℃)) and pHfinal

sensor > pHraw
sensor, and vice versa. 

 

2.2.9  Assumptions & Limitations 

The deployment of Durafet-based biogeochemical sensors in an estuarine 

environment experiencing lower salinities than those in open-ocean environments (S > 

30) is not without its assumptions. The main assumption associated with the present 

work was assuming 100% Nernstian response in pH calculations over the full range of 

salinity encountered. Previous work has demonstrated that the dual-reference electrode 

configuration is capable of repeatedly exhibiting 100% Nernstian response over a wide 

range of pH (2-12) and a narrow salinity range (20-35) in seawater media (Takeshita 

et al., 2014). It was also assumed the effects of the major interfering cations found in 

seawater referred to in equation 11 are negligible (leading to pH error of <0.00005 

over 20 < S < 35) as demonstrated by Takeshita et al. (2014). This allowed those 

quantities to be excluded from equations 12 and 13. Related to the Cl-ISE, its cross-

sensitivity to bromide was found not to be a substantial source of error over 20 < S < 

35 (pH error of <0.003) (Takeshita et al., 2014). As such, it was assumed that the Cl-

ISE should continue to operate properly if the Cl− to Br− ratio of any new deployment 

environment is similar to that of open-ocean systems (Rérolle et al., 2016). Finally, it 

was assumed the Debye-Hückel relationship used to calculate the mean activity 
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coefficient of HCl (𝛾H𝛾Cl) constrained by Khoo et al. (1977) was valid outside of its 

published salinity range (S=20-45). 

 The deployment of Durafet-based biogeochemical sensors in an estuarine 

environment experiencing lower salinities than those in open-ocean environments (S > 

30) is also not without its potential limitations. The internal reference electrode 

(Ag/AgCl) contains a liquid junction, which could possibly impart errors of 0.01-0.14 

pH units (Dickson, 1993b; Easley and Byrne, 2012) to the pHINT time-series only 

because of liquid junction potential effects (Bresnahan et al., 2014; Martz et al., 

2010). The effects of liquid junction potential can be especially problematic in 

dynamic environments that routinely experience large freshwater inputs (Bresnahan et 

al., 2014) since these effects cannot be effectively quantified or predicted (Bates, 

1973). Other possible limitations on electrode performance include – (1) hysteresis 

effects, (2) sensor drift (Bresnahan et al., 2014; Martz et al., 2010), and (3) streaming 

effects at the electrode surface under differential flow conditions during individual 

sampling cycles (Bagshaw et al., 2016). Alternatively, under very low ionic strength 

(low salinity) conditions, if too few electrons are present, it could compromise voltage 

measurements made with any electrode couple (Bates, 1973). 

 

2.3  Results 

2.3.1 Discrete Sample pH Comparisons 

The four sets of relevant pH values (pHraw
INT , pHraw

EXT, pHDIC−TA
disc , pHelec

disc) 

coinciding with the sampling trips on 01 June 2016 (Figure 7) and 02 August 2016 
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(Figure 8) were compared against one another as a preliminary check of the quality of 

the discrete sampling strategy. On both occasions, discrete bottle samples were 

collected on sampling trips that bracketed the time of at least one low tide and one 

high tide. On both occasions, the relative temporal trends between all four 

measurements of pH were conserved across the full range of pH and salinity 

encountered during both periods of slower decline on the ebb tide and more rapid rise 

on the flood tide. Yet, pHDIC−TA
disc  was always slightly higher than pHelec

disc. This 

difference may be attributed to a number of factors, either singly or in combination – 

e.g. small errors in the analysis of discrete bottle samples (Bresnahan et al., 2014; 

Patsavas et al., 2015) and/or thermodynamic constants used to calculate pHDIC−TA
disc  and 

pHelec
disc (Patsavas et al., 2015; Rérolle et al., 2016), existence of environmental pH 

gradients of varying magnitudes (Bresnahan et al., 2014), and other sources of 

sampling/handling error (ex. CO2 outgassing out of or invasion into samples during 

sample collection) (Rérolle et al., 2016). A final, albeit important possibility may be 

contributions of excess alkalinity (Patsavas et al., 2015; Ribas-Ribas et al., 2014) 

which have been known to increase in magnitude when working in coastal waters (Cai 

et al., 1998; Yang et al., 2015). 

On 01 June 2016 Figure 7), a total of 38 discrete bottle samples for DIC and 

TA were collected from 0900-1900. Duplicate samples for DIC and TA were collected 

during periods of mixing between endmembers and single samples for DIC and TA 

were collected when the deployment environment was inundated by the relatively 
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uniform, higher salinity Delaware Bay water. These efforts yielded 21 individual 

calibration points for pHDIC−TA
disc  coinciding with the times of sensor measurements. 

However, due to the time needed for the thermal equilibration of the pH buffers in the 

field, duplicate sampling for pHNBS
field did not start until 0930 which resulted in only 20 

calibration points for pHelec
disc. Over the course of the day, the pHT values of the 

discrete bottle samples varied from about pH ~7.1-8.3 with localized morning maxima 

of pH ~8.11-8.13 at about S=21.8, localized early afternoon minima of pH ~7.18 at 

about S=9.0, and localized evening maxima of pH ~8.30 at about S=22. The large 

range of pH captured on this sampling trip can attributed to the large, but episodic, 

phytoplankton blooms that characterize this system during the early summer under 

favorable conditions of warm, sunny weather (Voynova et al., 2015) and strong winds 

(Wong et al., 2009). The salinity range varied from S=8.99-22.31 with the lowest 

salinities being observed around low tide in the early afternoon and the highest 

salinities observed around high tide in the evening. 

On 02 August 2016 (Figure 8), a total of 43 discrete bottle samples for DIC 

and TA were collected from 0800-1930. Duplicate samples for DIC and TA were 

collected during periods of mixing between endmembers and single samples for DIC 

and TA were collected when the deployment environment was inundated by the 

relatively uniform, higher salinity Delaware Bay water. Duplicate samples for pHNBS
field 

were always collected. These efforts produced 24 individual calibration points 

coinciding with the times of sensor measurements for both pHDIC−TA
disc  and pHelec

disc. 
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Throughout the day, the pHT values of the discrete bottle samples varied from about 

pH ~7.0-7.9 with localized early afternoon maxima of pH ~7.71-7.74 at about S=26.6, 

localized late afternoon minima of pH ~7.00-7.10 at about S=21.1, and localized 

evening maxima of pH ~7.75-7.85 at about S=26.7. The dampened range of pH 

captured on this sampling trip may be reflective of well-characterized decrease in 

primary production routinely observed in the system during the mid-late summer 

relative to the early summer (Voynova et al., 2015). In addition, the narrower pH 

range may also be attributed to a series of short, violent storms characterized by 

strong, prolonged winds experienced in the area on the day before the sampling trip. 

These storms may have potentially churned up sediment from the river bottom thereby 

increasing turbidity and contributed to periods of cloudiness on the day of sampling. 

Also, strong NE winds may have facilitated the propagation of the more saline 

Delaware Bay water upstream into the Murderkill Estuary thereby limiting exchange 

between system endmembers (Dzwonkowski et al., 2013; Wong et al., 2009) and 

instantaneous primary production in the system as well (Voynova et al., 2015). 

Furthermore, the salinity fluctuation over a longer period was much smaller (S=21.06-

27.06) and the absolute salinity values were much higher. These trends both aligned 

with the dryer mid-late summer trends observed in previous years in the Murderkill 

Estuary-Delaware Bay System (Kent County Land-Ocean Biogeochemical 

Observatory, http://kentcounty.loboviz.com/). 
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2.3.2 Raw Sensor pH vs. Independent Reference pH  

The raw uncalibrated sensor pH calculated from measured voltages using both 

the internal and external reference electrodes were compared against the two sets of 

independent reference pH generated from discrete sampling trips on 01 June 2016 

(Figures 9 and 10) and 02 August 2016 (Figures 11 and 12). The relatively good 

agreement between the raw sensor pH and the independent reference pH is manifested 

in their near 1:1 linear relationship (pHsensor
raw = pHdisc). This demonstrates the 

viability of the Honeywell Durafet to the collection of high-resolution pH data in a 

dynamic, productive, high-fouling, highly-turbid estuarine system. Moreover, the good 

agreement between the raw uncalibrated sensor pH and the independent reference pH 

considered to be the “true” pH of the natural waters sampled by the sensor validated 

the scope and design of the discrete sampling regiment. 

In contrast, the apparent deviation of some of the data points from the near 1:1 

linear relationships suggest the presence of additional controls on data quality not 

accounted for in Section 2.3.l. A collection of data in the upper salinity ranges from 

both sampling days exhibit significant deviations. This may be indicative of small 

spatiotemporal mismatches between the discrete bottle samples and sensor 

measurements attributed to: (1) environmental pH gradients (Bresnahan et al., 2014), 

(2) influences of the pier the sensor deployment platform is mounted to on system 

mixing at different stages of flow, and/or (3) rapid biogeochemical fluctuation during 

periods of rapid, intense mixing (e.g. flood tide). Conversely, the variability among the 

lowest salinity data point from 01 June 2016 may be indicative of water column 
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stratification during periods of slack tide when the horizontal flow drops to near-zero 

values.  In the absence of horizontal flow, there is almost no vertical mixing. This 

could lead to more subtle pH differences between the water the sensor measured and 

the water captured in the discrete bottle samples. In other words, the physics of the 

system becomes part of the natural variability inherent to the deployment environment 

integrated into the sensor calibration. Frequent rigorous calibration of the sensors is 

needed to tease apart the multitude of potential controls of sensor performance and 

data quality.  

 

2.3.3 Calculating New Sets of 𝐄𝐬𝐞𝐧𝐬𝐨𝐫,𝐟
∗  (𝐓 = 𝟐𝟓℃) 

The raw sensor time series of each reference electrode were recalibrated using 

both sets of independent reference pH values: (1) pHDIC−TA
disc  and (2) pHelec

disc. As an 

additional feature to the evaluation of the viability of the external reference electrode 

to the measurement of pH in estuarine and coastal ocean systems, pHraw
EXT from 01 June 

2016 was recalibrated to two different values of EEXT,f
∗  (T = 25℃): (A) using all good 

calibration points over full range of salinity and (B) using only the good calibration 

points above S=20. Henceforth, the calibration constants and subsequently 

recalibrated sensor time series will be referred to by the alphanumeric designation of 

their respective calibration method – (1)/(2) according to the independent reference pH 

used and (A)/(B) according to any salinity constraints of the calibration. The 

alphanumeric designations can be found in the subscript of all parameter names (e.g. 
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pHfinal,1
INT  corresponds to the final sensor time series calculated from voltage measured 

using the internal reference electrode calibrated against pHT calculated from measured 

DIC and TA (pHDIC−TA
disc )). All alphanumeric designations were summarized in Table 

2. 

 

2.3.3.1 Preliminary Comparisons 

The new sets of calibration constants for the internal reference electrode on 01 

June 2016 (Figure 13) and 02 August 2016 (Figure 14) and the external reference 

electrode on 01 June 2016 (Figure 15) and 02 August 2016 (Figure 16) were 

compared. In accordance with the inverse relationship between Esensor,f
∗  (T =

25℃) and pHfinal
sensor, sets of calibration constants calculated from pHDIC−TA

disc  were 

always less than those calculated from pHelec
disc. Moreover, periods of time 

corresponding to the dominance of the higher salinity Delaware Bay water exhibited 

the least variance, while periods of mixing with the Murderkill Estuary outflow 

exhibited the greatest variance. More importantly, the EEXT,f
∗  (T = 25℃) profile of 01 

June 2016 exhibited a steadily decreasing trend at S < 20. However, provided the 

sensor still obeyed the Nernst equation at S < 20, the differences in EEXT,f
∗  (T = 25℃) 

between successive measurements should be minimized. This seems to have been the 

case for some of the calibration points over the S < 20 range on 01 June 2016. 

Every set of calibration constants calculated from both sets of independent 

reference pH for both reference electrodes on both sampling days all exhibited the 
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feature of a notable decrease in Esensor,f
∗  (T = 25℃) at the beginning of flood tide. A 

spatiotemporal mismatch between the discrete bottle sample and sensor measurement 

is the most likely source of this feature consistent with the findings of Bresnahan et al. 

(2014). The critical examination of the profiles associated with new calculated 

calibration constants was used to identify outliers to be excluded from subsequent 

analyses. 

 

2.3.3.2 Setting Final Values of 𝐄𝐬𝐞𝐧𝐬𝐨𝐫,𝐟
∗  (𝐓 = 𝟐𝟓℃)  

After eliminating all outliers, each EINT,f
∗  (T = 25℃) and EEXT,f

∗  (T = 25℃) 

was set to an average value based on many discrete samples (Bresnahan et al., 2014) 

collected over a range of environmental conditions. This was done to minimize the 

anomaly between the sensor pH and reference pH (Bresnahan et al., 2014; Bresnahan 

et al., 2016). Essentially, the anomaly between the sensor pH and reference pH was set 

to 0. The root mean squared error (RMSE) calculated from a Model II least squares fit 

of the comparison becomes the degree to which the constraint of the difference 

between the sensor pH and reference pH can be characterized, or the accuracy of the 

sensor pH relative to the chosen reference pH (Dr. Todd Martz, personal 

communication). The average calibration constants used to recalibrate all raw sensor 

time series were summarized in Table 3. 
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2.3.4 Calibrated Sensor pH vs. Independent Reference pH 

2.3.4.1 01 June 2016 

The calibrated sensor pH of pHfinal,1
INT  (Figure 17), pHfinal,1A

EXT  (Figure 18), 

pHfinal,1B
EXT  (Figure 19), pHfinal,2

INT  (Figure 20), pHfinal,2A
EXT  (Figure 21),  and pHfinal,2B

EXT  

(Figure 22) from 01 June 2016 generally exhibited good agreement when compared 

against their respective independent reference pH with an intercept or sensor offset 

(𝑐0) close to 0 and a slope or sensor gain (𝑐1) close to 1 (Table 4). However, more 

calibration points were incorporated into the calibration of the raw sensor pH 

calculated from measured voltages using internal reference electrode than with the 

external reference electrode. Ultimately, if the salinity range of the discrete samples 

used in the sensor calibration was representative of the salinity range of the raw sensor 

measurements, this should reduce the unintentional bias introduced to the final sensor 

time series, specifically to the sensor measurements falling outside of the salinity 

range over which discrete bottle sample were collected. 

When compared, pHfinal,1
INT  had a sensor offset and sensor gain further away 

from 0 and 1, respectively, than pHfinal,2
INT . This suggested that calibrating raw sensor 

output to pHDIC−TA
disc  results in the overestimation of the sensor gain. This introduces 

bias to independent reference pH and the subsequently calibrated sensor time series 

due to contributions of excess alkalinity. Conversely, calibrating raw sensor output 

against a direct pH measurement (pHelec
disc) eliminated the effects of excess alkalinity 

and resulted in the inclusion of two additional low salinity calibration points (S~9). 
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Yet, there was a tradeoff associated with this action quantified by an increase in the 

RMSE of pHfinal,2
INT  of 0.008 pH units. 

When pHfinal,1A
EXT  and pHfinal,2A

EXT  were calibrated, a range of S=14.84-22.31 was 

used. When compared, pHfinal,2A
EXT  was characterized by a sensor offset and sensor gain 

closer to 0 and 1, respectively. This indicated that the calibration traced back to the 

direct measurements of pHNBS
field yielded better agreement between the calibrated sensor 

pH and the independent reference pH. In contrast, the sensor gain associated with 

pHfinal,1A
EXT  was found to be the highest for 01 June 2016. Like pHfinal,1

INT , bias attributed 

to the effects of excess alkalinity was also introduced to the calibrated sensor time 

series of pHfinal,1A
EXT . Despite this, since the bias present in pHfinal,1A

EXT  was not 

manifested in pHfinal,2A
EXT , any error associated with the operation of the external 

reference electrode below S < 20 down to S~15 was shown to be minimal.  

The sensor time series, pHfinal,1B
EXT  and pHfinal,2B

EXT , were calibrated using only 

those measurements above S=20. In both cases, sensor offsets and sensor gains were 

close to 0 and 1, respectively. This confirmed the satisfactory performance of external 

reference electrode at salinities at S > 20 as characterized by Martz et al., (2010), 

Bresnahan et al. (2014), and Takeshita et al. (2014). The errors associated with 𝑐0 and 

𝑐1 for the comparisons of pHfinal,1B
EXT  and pHfinal,2B

EXT  versus their respective independent 

reference pH were significantly greater than the others probably due the limited 

number of calibration points and the higher variability present within a limited pH 

range. Quality discrete samples are needed to develop a suitable calibration for the raw 
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sensor output (Bresnahan et al., 2014; Rivest et al., 2016). A sensor gain slightly less 

than 1 for pHfinal,1B
EXT  also indicated that excess alkalinity had a decreased effect on the 

S > 20 data. 

 

2.3.4.2 02 August 2016 

The calibrated sensor pH of pHfinal,1
INT  (Figure 23), pHfinal,1

EXT  (Figure 24), 

pHfinal,2
INT  (Figure 25), and pHfinal,2

EXT  (Figure 26) from 02 August 2016 also generally 

exhibited good agreement when compared against their respective set of independent 

reference pH with sensor offsets (𝑐0) close to 0 and sensor gain (𝑐1) close to 1 (Table 

5). Unlike the previously discussed sampling day, 02 August 2016 was characterized 

higher salinities (S > 20), a narrower salinity range, and slower rates of salinity 

change. Raw sensor time series recalibrated using pHDIC−TA
disc  exhibited greater sensor 

gains than those recalibrated with pHelec
disc. This may be indicative of the effects of 

excess alkalinity like what was observed on 01 June 2016. However, when the sensor 

offsets and gains of pHfinal
INT  were compared with pHfinal

EXT , they were much closer to 0 

and 1, respectively. This may indicate bias present in the sensor time series of the 

internal reference electrode attributed to the previously discussed sources. 
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2.4 Discussion 

2.4.1 Electrode Performance in an Estuarine System 

A single pair of calibrated sensor time series from each sampling day 

calibrated using the same independent reference pH - pHfinal,2
INT + pHfinal,2A

EXT  for 01 June 

2016 and pHfinal,2
INT + pHfinal,2

EXT  for 02 August 2016 – was used in lieu of the six total 

pairs. The sensor time series calibrated using pHelec
disc were used because the time series 

were always characterized by better Model II fit parameters and were theoretically 

free of the effects of excess alkalinity. 

 

2.4.1.1 General Electrode Performance 

For the duration of the sensor deployments from 9 May 2016 to 09 June 2016 

calibrated using the discrete bottle samples collected on 01 June 2016 (Figure 27A) 

and 20 July 2016 to 24 August 2016 calibrated using the discrete bottle samples on 02 

August 2016 (Figure 28A), voltages measured with both the internal and external 

reference electrodes align very well across the full spectrum of salinity characteristic 

of a flood-dominant, estuarine system. Likewise, the pH values calculated from the 

measured voltages exhibit good agreement across the lower and more intermediate 

salinities encountered in the 09 May 2016 to 09 June 2016 deployment (Figure 27B) 

of S=3.25-25.00 and the consistently higher salinities characterizing the 20 July 2016 

to 24 August 2016 deployment (Figure 28B) of S=15.33-29.83. During these two 

sensor deployments, pH fluctuations ranging from <0.5 pH units to >1 pH unit were 
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routinely captured over the course of single tidal cycles over that full salinity range. 

Notable departures in the agreement between both the voltages and the subsequently 

calculated pH values were observed during periods of pH change during the ebb and 

flood tides. These departures were most noticeable at the minima of the profiles where 

both pH and salinity were generally at their lowest values, and at the maxima of the 

profiles when both pH and salinity returned to their higher values on the flood tide. 

The nominal seawater voltage ranges for EINT and EEXT characteristic of open-

ocean conditions were reported to be 0.03 to 0.1 V and -0.95 to -0.80 V, respectively 

(Bresnahan et al., 2014). When compared, the voltage ranges for EINT characterizing 

the two estuarine deployments were much lower at around -0.025 to 0.055 V. This was 

to be expected in an estuarine system characterized by consistently lower salinities and 

sub-pH 7 values at low tide which resulted in lower measured voltages for EINT. On 

the other hand, when the voltage ranges of EEXT were compared, the minima fell 

slightly outside of the nominal range for seawater at -0.98 to -0.86 V. Similarly, a 

different voltage range for EEXT would be expected for an estuarine system that 

experiences a lower salinity range and more substantial simultaneous temperature, 

salinity, and pH variability. 

 

2.4.1.2 Temporal Evolution of ∆𝐩𝐇𝐈𝐍𝐓−𝐄𝐗𝐓 Anomaly 

The dual-reference electrode configuration incorporated into Durafet-based 

biogeochemical sensors like the SeapHOx is not an absolute necessity for their use in 

different environments (Bresnahan et al., 2014). In open-ocean deployment 
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environments, this configuration provides a simple, yet powerful method of detecting 

the effects of fouling or sensor failure through the temporal evolution of ∆pHINT−EXT 

anomalies (Bresnahan et al., 2014, Rivest et al., 2016). In an estuarine system, both 

the instantaneous salinity experienced and the relative change in salinity between 

successive sensor measurements can negatively impact electrode. The ∆pHINT−EXT 

anomaly is the only quasi-suitable metric used to gauge sensor performance over time 

to look for the effects of drift, fouling, and sensor failure in the present work as well. 

Average non-zero ∆pHINT−EXT anomalies were observed during both the 09 May 2016 

to 09 June 2016 (0.006±0.063 pH units) and 20 July 2016 to 24 August 2016              

(-0.008±0.020 pH units) deployments with conditioning periods removed. The 

∆pHINT−EXT anomalies observed in the present work were much greater than those 

characterized by Bresnahan et al. (2014) (<0.005 pH units) at 30 < S < 36. However, 

the current ∆pHINT−EXT anomalies are insignificant when natural pH fluctuations at 

least one order of magnitude greater than the anomaly are routinely captured. 

During both sensor deployments, 09 May 2016 to 09 June 2016 (Figure 29) 

and 20 July 2016 to 24 August 2016 (Figure 30), the ∆pHINT−EXT anomalies followed 

the same patterns. On the ebb tide, a positive ∆pHINT−EXT anomaly (pHfinal
INT  > pHfinal

EXT ) 

was consistently observed under prolonged periods of salinity decrease on the ebb tide 

which bottomed out at the lowest salinities coinciding with the greatest influences of 

the fresher Murderkill Estuary outflow. This was followed by rapid, sharp decrease to 

a negative ∆pHINT−EXT anomaly (pHfinal
INT  < pHfinal

EXT ) coinciding with the tide change 



 56 

and the first flood tide measurements. Afterwards, the ∆pHINT−EXT anomaly 

approaches a near-zero value as the deployment environment becomes inundated with 

the higher salinity Delaware Bay water for increased periods of time prior to the next 

ebb tide. The result is an asymptotic profile for each tidal excursion across the full 

range of salinity experienced during both sensor deployments.  

The magnitude of the ∆pHINT−EXT anomalies was directly related to the 

magnitude of the salinity fluctuation, but these quantities were inversely related with 

respect to the exhibited trends. As characterized by Bresnahan et al. (2014) under 

open-ocean salinities, the source of this anomaly is most like a salinity lag arising 

from the inadequate flushing of the instrument flow path and flow housing. In other 

words, the salinity of the water sampled by the rapidly flushed conductivity-

temperature sensor (SBE37) was different than the salinity of the water seen by the 

electrodes inside the more slowly flushed flow housing (Bresnahan et al., 2014). Also, 

this anomaly may also be attributed to a slower response time of one or both reference 

electrodes at S < 20 and/or under large, rapid in-situ salinity changes. This would be 

manifested in the inadequate reconditioning or re-equilibration of the reference 

electrodes to the characteristic salinities experienced under dynamic flow conditions in 

an estuarine system. This demonstrates the need to characterize the performance of the 

dual-reference electrode configuration at the extremes of environmental conditions 

typical of estuarine and coastal ocean systems in a controlled laboratory setting. 
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2.4.1.3 Quality Control Considerations 

Operators of Durafet-based biogeochemical sensors routinely report their 

Quality Control (QC) procedures used to flag, and if necessary, exclude data from 

final datasets incorporated into publications (Bresnahan et al., 2014; Matson et al., 

2011; Rivest et al., 2016) and major data repositories (Rivest et al., 2016). These 

procedures use the measured pH ranges (Rivest et al., 2016) and variability of pH with 

time (Bresnahan et al., 2014; Rivest et al., 2016) as data quality tools. Measurements 

found to fall outside of accepted pH ranges of the deployment environment may be 

flagged and excluded. If the sensor pH is changing significantly faster than in-situ pH 

determined from other methods, sensor measurements may also be flagged and 

excluded as well (Rivest et al., 2016). For sensor deployments carried out in well-

studied open-ocean systems, these QC procedures are reasonable (Bresnahan et al., 

2014; Rivest et al., 2016). In rapidly changing estuarine systems, these QC procedures 

are less justifiable. Due to the physical and chemical variability in our estuarine 

system, we have chosen to report all sensor measurements to inform future work done 

in similar environments. However, the performance of future sensor deployments in 

similar systems under similar conditions would help develop a set of recommended 

QC procedures moving forward. 

 

2.4.1.4 Sensor Drift 

In a dynamic, productive, high-fouling, highly-turbid estuarine system 

characterized by a broad range of in-situ environmental conditions, there is a greater 
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possibility for sustained sensor drift that could be attributed to any number of sources 

(Bresnahan et al., 2014; Martz et al., 2010). However, due to the limitations of the 

experimental design, it would be difficult to attribute any anomalies observed in the 

data solely to sensor drift based on the complexity of sensor operation in this type of 

setting. To definitively attribute anomalies witnessed in the data to sensor drift, 

measurements or calculations of additional sets of independent reference pH made 

over a comparable frequency and range of environmental conditions would be needed. 

The current sensor deployment suffered from the fact that the only means of pH 

comparison available for the sensor output was by means of comparison against pH 

measured or calculated from discrete bottle samples collected over a significantly 

lower frequency. Even so, the accessibility of the deployment site allowed for the 

performance of regularly scheduled comprehensive sensor maintenance that should 

limit the occurrence, longevity, and magnitude of sensor drift in the present work. This 

was evident from the large pH fluctuations that were consistently captured throughout 

the present sensor deployment. 

 

2.4.2  Effects of Excess Alkalinity 

2.4.2.1 Excess Alkalinity Calculations 

In estuarine and coastal ocean systems, the effects of excess alkalinity, which 

is alkalinity present in an aquatic system not accounted for by the marine CO2 system 

has been well-characterized (Cai et al., 1998; Yang et al., 2015).  Contributions to 

excess alkalinity can come in the form of organic material derived from humic 
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particles (Cai et al., 1998; Yang et al., 2015) as well as planktonic and bacterial cells 

(Kim & Lee, 2009; Ko et al., 2016). Excess alkalinity is often referred to as organic 

alkalinity if it proves to strongly correlate with total dissolved organic matter (DOM), 

total dissolved inorganic carbon (DOC), or a similar metric (Cai et al., 1998; Kim & 

Lee, 2009). Excess alkalinity is manifested as the difference in alkalinity (∆TA) 

between measured alkalinity (TAmeas) and alkalinity calculated from two other 

measured marine CO2 system parameters, which for the present work are pHNBS
field and 

DIC, (TAcalc
pH−DIC

): 

∆TA = TAmeas − TAcalc
pH−DIC (29) 

When excess alkalinity is present, any inorganic parameter calculated using the 

measured alkalinity, such as pHT calculated from measured DIC and TA will yield 

overestimations of them (Cai et al., 1998; Patsavas et al., 2015). This can be especially 

problematic when performing an intercomparison of marine carbonate chemistry 

measurements for a specific aquatic system (Patsavas et al., 2015). However, even 

when excess alkalinity is present, it may not always have a statistically significant 

effect on any subsequent marine CO2 system analyses (Loucaides et al., 2012; Ribas-

Ribas et al., 2014). 

 

2.4.2.2 Excess Alkalinity in the Murderkill Estuary-Delaware Bay System 

The apparent effect of excess alkalinity on the two sets of independent 

reference pH was clearly distinguishable with values of pHDIC−TA
disc  consistently greater 
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than pHelec
disc for all usable calibration points on both 01 June 2016 and 02 August 2016. 

When calculated, average values of ∆TA on 01 June 2016 (Figure 31A) and 02 August 

2016 (Figure 32A) were 12.6±1.8 µmol kg-1 and 14.7±2.8 µmol kg-1, respectively. 

Contributions of excess alkalinity generally increased with decreasing salinity which 

led to greater overestimations of pHDIC−TA
disc  relative to pHelec

disc (Figures 31B and 32B) 

when measured total alkalinities were lower. This aligned well with trends described 

from comparisons of sensor pH and independent reference pH in preceding sections. 

However, excess alkalinity was not consistently strongly correlated with salinity over 

the course of sampling on 01 June 2016 (r2 = 0.6564) or 02 August 2016 (r2 = 0.2390), 

nor with DOC calculated from fluorescence using the summer 2013 relationship from 

Voynova et al. (2015) for the same deployment site on 01 June 2016 (r2 = 0.0787) or 

02 August 2016 (r2 = 0.0832). Nevertheless, these results aligned well with those of 

other marine CO2 chemistry studies performed in other parts of the Murderkill Estuary 

watershed near its confluence with the Delaware Bay (Ullman & Aufdenkampe, 

unpublished data).  

Excess alkalinity was also calculated using a constant mole-ratio of excess 

alkalinity to total dissolved organic carbon (DOC) (Patsavas et al., 2015). To do this, a 

constant organic-base-to-DOC ratio of 0.122 mol-alk/mol-C (Cai et al., 1998) and 

DOC calculated from fluorescence (Voynova et al., 2015) were used. Excess 

alkalinity in this system did not correlate well with the excess alkalinity calculated 

from DOC using this ratio on 01 June 2016 (r2 = 0.0787) or 02 August 2016 (r2 = 

0.0832). No such mole ratio of excess alkalinity to DOC would suffice to describe the 
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contributions of excess alkalinity for this system. When summed up, it is possible that 

excess alkalinity is not related to total DOC but to a specific, uncharacterized fraction 

of the total and/or there is more than one source of excess alkalinity present in this 

system. Excess alkalinity never exceeded more than 1-2% of total measured alkalinity. 

The effects of excess alkalinity on the relative trends in pH observed in this system are 

insignificant when pH fluctuations as large as 0.5 pH units to a full pH unit are 

routinely experienced over tidal excursions alone. 

 

2.4.2.3 Quantifying Effects of Excess Alkalinity on Sensor Output 

When setting Esensor,f
∗  (T = 25℃) to an average value to minimize the 

anomaly between the sensor pH and pHDIC−TA
disc , the effects of excess alkalinity 

captured in discrete bottle samples are averaged out. However, this approach does 

produce multiple calibrated sensor time series with those calibrated using pHDIC−TA
disc  

exhibiting elevated pH signals relative to those calibrated using pHelec
disc. Given the 

inverse, dependent relationship between  Esensor,f
∗  (T = 25℃) and pHfinal

sensor, the 

magnitude of the difference between the corresponding pH values in each sensor time 

series calibrated using pHDIC−TA
disc  and pHelec

disc will be controlled by the difference in the 

values of Esensor,f
∗  (T = 25℃) used for calibration. 

Moreover, the temperature response of the Honeywell Durafet is partly 

controlled by the dependence of the calibration constant with temperature (directly 

related to Esensor,f
∗  (T = 25℃)) (Martz et al., 2010). Because of this, the small degree 
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and nature of the variability characterizing the differences between values of pHfinal
sensor 

calibrated using pHDIC−TA
disc  and pHelec

disc over time will depend on the relationship 

between Esensor,f
∗  (T = 25℃) and temperature. These relationships are governed by 

d𝐸𝐼𝑁𝑇
∗ d𝑇⁄  and d𝐸𝐸𝑋𝑇

∗ d𝑇⁄  in equations 24 and 26 for pHfinal
INT  and pHfinal

EXT , respectively. 

For the 01 June 2016 calibration (Figure 33), the difference between the values of 

EINT,f
∗  (T = 25℃) was 0.0016 V, which translated into a difference in pHfinal

INT  of 

0.0268-0.0281 pH units. For the 02 August 2016 calibration (Figure 34), the 

difference between the values of EINT,f
∗  (T = 25℃) was 0.0026 V, which translated 

into a difference in pHfinal
INT  of 0.0429-0.0439 pH units. In both cases, the difference 

between the values of pHfinal
INT  matched up against a profile indicative of an inverse 

relationship with temperature. This adequately describes relationship between EINT
∗  

and temperature characterized by Martz et al. (2010). Similar comparisons of pHfinal
EXT  

calibrated using pHDIC−TA
disc  and pHelec

disc produced similar results since the equations 

used for EEXT,f
∗  (T = 25℃)  and pHfinal

EXT  are of an equivalent type and the same 

calibration protocols were employed. 

 

2.4.2.4 Recommendations for the Treatment of Excess Alkalinity in Future Work 

Our results show that existing calibration protocols for Durafet-based 

biogeochemical sensors cannot be used to detect, quantify, and correct for 

contributions of excess alkalinity to sensor measured pH values in estuarine and 

coastal ocean systems. Sampling for DOC and/or DOM and measuring additional 
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marine CO2 system parameters (e.g. DIC or pCO2) may be needed to gauge the 

magnitude of the impacts excess alkalinity has on pH measurements in these settings. 

If pH calculated from measured alkalinity and a second marine CO2 system parameter 

serves as the primary reference pH, it is recommended that all values be corrected for 

the effects of excess alkalinity prior to performing the sensor calibration. If a strong 

correlation exists between excess alkalinity and another measured parameter such as 

DOC, DOM, or salinity measured with comparable frequency, such a correction 

should be feasible. 

 

2.4.3  Electrode Conditioning in an Estuarine System 

2.4.3.1 Electrode Conditioning at Beginning of Sensor Deployment 

Conditioning periods at the beginning of sensor deployments can endure for a 

few hours to several days depending on the pre-deployment procedures undertaken to 

address electrode conditioning. If left unconditioned prior to deployment, the external 

reference electrode takes significantly longer to condition than the internal reference 

electrode due to the time needed for Br− ions to replace Cl− ions in the AgCl solid 

solution found in the Cl-ISE (Bresnahan et al., 2014). To minimize these conditioning 

periods, electrodes should be stored in seawater, be continuously powered for 5-10 

days prior to deployment, and should remain stored in seawater while the instrument is 

transported to the deployment site as well (Bresnahan et al., 2014). 

These recommended procedures were used leading up to the redeployment of 

the sensor on 09 May 2016. Filtered seawater taken from the lower Delaware Bay with 
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a salinity range of S=29-31 throughout the year was used as the conditioning medium. 

The seawater was stored inside the flow housing of the SeapHOx from 13 April 2016 

to 09 May 2016 prior to its redeployment for a total of 27 days. The conditioning 

medium was replaced every 5 days prior to the sensor deployment on 09 May 2016. 

This was followed by a conditioning period of 74 hours at the beginning of the sensor 

deployment (Figure 35). At that time, the calculated ∆pHINT−EXT anomaly returned to 

a consistently stable value of < ±0.01 pH units while the deployment site was 

inundated with the more saline Delaware Bay water for extended periods of time. 

Without an independent reference pH measured or calculated with a comparable 

frequency, the ∆pHINT−EXT anomaly was found to be an appropriate metric with 

which to gauge the success of the electrode conditioning procedure. 

The causes of this prolonged conditioning period were mostly likely attributed 

to the time needed to accomplish a stable flow of ions across the liquid junction of the 

internal reference electrode and the previous discussed replacement of Cl− ions with 

Br− ions in the solid AgCl solution of the external reference electrode as outlined in 

Bresnahan et al. (2014). With salinities ranging from 5.9 < S < 23.1, the implications 

of large changes in [Br−] and [Cl−] accompanying such large in-situ salinity 

fluctuations could result in a conditioning period of this length in an estuarine system. 

If the initial ion replacement process inside the Cl-ISE was slower than the tidal 

action, it is certainly possible that the conditioning period required for pHINT was 

much shorter since the conditioning signal was dominated by pHEXT. For this reason, 
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the development of a suitable pre-deployment electrode conditioning protocol for 

sensor deployments in estuarine and coastal ocean systems is needed.  

 

2.4.3.2 Intra-Deployment Electrode Conditioning 

At any time when the electrodes are not immersed and allowed to dry out, a 

conditioning period of varying length will always be required for the electrodes to 

recondition and recover their performance before dependable sensor pH measurements 

are again made (Bresnahan et al., 2014). The implications of these shorter, more 

numerous conditioning periods on data loss can be severe when regularly scheduled 

sensor maintenance was performed when the sensor was out of the water for 1-3 

hours. Throughout the course of present work, the sensor was redeployed with – (1) 

only air in the flow housing or (2) filtered seawater stored in the flow housing – to 

determine the time required for the electrodes to recondition after each sensor 

maintenance trip. This was done by comparing sensor pH and pHT calculated from 

measured DIC and TA (pHDIC−TA
Cond ) of discrete bottle samples collected following 

sensor maintenance trips. 

The results from 20 July 2016 (Figure 36) following the sensor redeployment 

with filtered seawater stored in the flow housing and from 12 August 2016 (Figure 37) 

with only air stored in the flow housing were both promising. On 20 July 2016, 

discrete bottle samples were collected up to 6.5 hours after the first sensor 

measurement at 1200 at the end of a flood tide until the start of the following flood 

tide. In contrast, on 12 August 2016, discrete bottle samples were collected up to 6 
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hours after the first sensor measurement at 1130 (end of the ebb tide) until the point in 

time where the deployment site was inundated with the higher salinity Delaware Bay 

water. In both cases, a near-zero ∆pHSensor−Cond anomaly was achieved for both 

reference electrodes. Because of this, it can reasonably be assumed that under either 

condition, the reference electrodes adequately recondition within 6 hours of the first 

sampling cycle after sensor redeployment following sensor maintenance trips. 

Accordingly, a nominal 6-hour reconditioning period was assumed for all May 2016 to 

August 2016 data used in subsequent analyses for the present work. 

Given that near-zero ∆pHSensor−Cond anomalies were achieved within 3.5 

hours of the first sensor measurement after redeployment under both conditions, the 

shorter conditioning periods most likely arise from the fact the sensors simply needed 

to be reimmersed and made “wet”. Incidentally, the departure from zero 

∆pHSensor−Cond anomalies demonstrated the difficulties of constraining intra-

deployment conditioning periods with respect to each reference electrode in a dynamic 

estuarine environment. These difficulties relate to the challenge of collecting quality 

discrete bottle samples over changing tidal conditions and the presence of the salinity 

lag addressed in Section 2.4.1.2. These intra-deployment conditioning periods are 

most likely heavily dependent on local temperature and salinity conditions at the 

deployment site at different times of the year. Hence, this would make their length 

site-dependent and deployment-specific. It is recommended that filtered seawater or 

natural waters taken from the deployment site be stored in the flow housing of a 

SeapHOx before its redeployment following sensor maintenance. This is 
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recommended because a narrower range for the ∆pHSensor−Cond anomalies were 

yielded under this condition and it conforms with existing recommended electrode 

conditioning protocol (Bresnahan et al., 2014). 

 

2.4.4 Recommendations 

2.4.4.1 Choice of Independent Reference pH  

2.4.4.1.1 Murderkill Estuary-Delaware Bay Results 

The property-property plots of pHfinal
sensor vs. pHdisc emphasize strong 

agreement between the sensor pH and reference pH. Our results show that pHelec
disc 

provided a suitable means of calibrating raw sensor output. This is supported by the 

sensor gains and offsets describing their comparisons yielding deviations less than or 

equal to their counterparts calibrated using pHDIC−TA
disc  from 1 and 0, respectively. This 

indicates that comparable or reduced bias was present in comparisons made with 

pHelec
disc versus pHDIC−TA

disc . Calibrating sensor output against pHelec
disc worked to a 

disproportionately better effect on pHfinal
EXT  than pHfinal

INT . This is attributed to the fact 

that the ∆pHscales decreases with decreasing salinity, so in effect, both pHEXT and 

∆pHscales possessed some degree of salinity sensitivity. 

Elevated values of the calculated sensor offsets yielded from Model II least 

squares fits of pHfinal
sensor vs. pHdisc often make them more abstract and difficult to 

directly compare. Instead, property-property plots between the perturbations in pHdisc 

and pHfinal
sensor from the minimum value of pHdisc characterized by perturbation 
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variables of pHdisc′
= pHdisc − min(pHdisc) and pHfinal

sensor′
= pHfinal

sensor −

min (pHdisc) put Model II fit parameters in a more realistic context in which the 

yielded sensor gains (𝑐1 – slopes) and offsets (𝑐0 – intercepts) can be better 

investigated (Bresnahan et al., 2016). Such property-property plots (Figures 38 and 

39) produce Model II fit sensor offsets much closer to 0 (Tables 6 and 7). Consistent 

with Bresnahan et al. (2016), comparisons of the results of the present work were 

made against the results of evaluations of seven widely-used pH sensors by the 

Alliance for Coastal Technologies (ACT, 2012: http://www.act-

us.info/evaluations.php) completed using pH perturbation property-property plots. The 

ACT results produced standard deviations in pHsensor − pHdisc anomalies of 0.01-0.1 

pH units under in-situ conditions. In the case of the present work, good agreement 

between all pairs of pHfinal
sensor and pHdisc values were demonstrated and similar sensor 

validation protocol yielded standard deviations or root mean squared errors (RMSE) of 

0.01-0.04 pH units across both reference electrodes over a range of environmental 

conditions. This demonstrates the viability of the Honeywell Durafet in the collection 

of dependable high-frequency, high-resolution, high-precision pH data over periods of 

weeks to months in dynamic, productive, high-fouling, highly-turbid estuarine and 

coastal ocean systems regardless of the independent reference pH used. 
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2.4.4.1.2 Practical Considerations 

Our results indicate that both pHDIC−TA
disc  and pHelec

disc provided an adequate 

means of calibrating raw sensor output. Both were used to help confirm aspects of 

electrode response at higher salinities (S > 20) characterized from previous work 

(Bresnahan et al., 2014; Bresnahan et al., 2016; Martz et al., 2010; Takeshita et al., 

2014) and to describe electrode performance in an estuarine system. Moreover, our 

results of pHfinal
INT  also demonstrate the Honeywell Durafet continues to exhibit near-

ideal Nernstian response to at least S=8.99 well below the S=20 threshold 

characterized by Takeshita et al. (2014). In addition, the elevated particle loads 

characterizing the Murderkill Estuary-Delaware Bay System (Ullman et al., 2013) do 

not appear to exert a significant and measurable influence on instantaneous sensor 

measurements given the similar agreement of pHfinal
sensor with pHDIC−TA

disc  (filtered) and 

pHelec
disc (unfiltered). This may also need to be studied further. It is difficult to 

determine long-term effects of turbidity on electrode response without comparisons 

against an independent reference pH measured over a similar frequency. In this 

deployment environment, it is known that the total suspended solids concentrations 

tend to be higher under stronger tidal currents, over prolonged periods of strong winds, 

and following strong localized storm events (Voynova et al., 2015). So, any long-term 

effects of turbidity on electrode performance may also be subject to similar controls. 

However, turbidity appears to not significantly affect the relative trends in pH 

captured over the course of the present work.  
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The calibration of raw sensor output to pH calculated from measured DIC and 

TA at in-situ conditions has proven to work in the past (Bresnahan et al., 2016; 

Rérolle et al., 2016). However, the potential overestimation of pHDIC−TA
disc  due to 

contributions of excess alkalinity in estuarine and coastal ocean deployment 

environments cannot be ignored. Sets of independent reference pH generated from pH 

calculated from two other measured marine CO2 system parameters can be used to 

calibrate a Honeywell Durafet in the future. This approach also offers the advantage of 

providing the sensor operators with a better understanding of the underlying controls 

on the marine CO2 system in a specific environment (Macleod et al., 2015) via its 

constraint and its variability over a range of different environmental conditions 

(Bresnahan et al., 2016). Employing the calculation of pHT from measured marine 

CO2 system parameters as a means of calibration also allows the sensor operators to 

maximize the number of parameter combinations used to calculate an independent 

reference pH, to better constrain electrode response, and to improve the quality of the 

calibrations. While this is beneficial, it is not always as practical given the labor-

intensive requirement that such a calibration presents (Bresnahan et al., 2016). In the 

case of the present sensor deployment, a total of 486 discrete bottle samples for DIC 

and TA were collected on more than 20 sampling days throughout the year. These 

efforts produced 255 calibration points over the ten-month sensor deployment from 

September 2015 to August 2016. This translated into over 125 person hours attributed 

to sampling alone and does include time dedicated to other concomitant tasks. This 

sort of comprehensive sensor calibration method is not always possible. 
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In contrast, since marine CO2 system parameters can be measured more 

accurately than they can be calculated, calibrating a working Honeywell Durafet to 

direct measurements of pH is a better approach. For the present work, an independent 

reference pH traceable to direct measurements of pHNBS made with a glass electrode 

calibrated with freshwater pH buffers was satisfactorily used to calibrate a Honeywell 

Durafet. While there will be uncertainty in any pH measurement associated with using 

a standard with a fixed salt concentration as a reference for all pH measurements, 

under the pretext that the pHNBS measurements are free of electrode drift and 

biofouling, their correction to pHT at in-situ conditions substantially reduces this 

uncertainty. Given the well-documented problems associated with using freshwater 

pH buffers in seawater pH applications, this calibration method has been largely 

overlooked. More importantly, the low cost and wide availability of freshwater pH 

buffers provide a cost-effective and straightforward, yet robust calibration method for 

future sensor deployments in estuarine and coastal ocean systems. 

The calibration method chosen for a sensor deployment in an estuarine or 

coastal ocean system is subject an array of practical considerations.  These 

considerations can be heavily deployment-specific and governed by the deployment 

site chosen (e.g. accessibility), resources available to the sensor operators (e.g. funding 

or instrumentation), available manpower, and time that can be spent on the different 

phases of the sensor deployment. To assist with the planning and execution of the 

present sensor deployments, the set of published Best Practices for the use of Durafet-

based biogeochemical sensors outlined in Bresnahan et al. (2014) was indispensable, 
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and the workflow plan for pH sensor deployments detailed in Rivest et al. (2016) 

should further streamline them in the future. 

Since the independent reference pH used in the present work was collected 

over a much lower frequency, it is imperative that future sensor deployments in 

estuarine and coastal ocean systems include the deployment of co-located, 

independent sensors used to measure an additional marine CO2 system parameter (e.g. 

pCO2) and/or utilize regional empirical marine CO2 system relationships (e.g. Alin et 

al. (2012)) for the southern California Current System) as recommended by Bresnahan 

et al. (2014). This would generate the set of high-frequency independent reference pH 

that is needed to examine the long-term trends in electrode response in this new type 

of environment. The present work clearly indicates that the employment of multiple 

sets of independent reference pH are a necessary tool for distinguishing between bias 

in sensor pH and reference pH in-line with the recommendations of Bresnahan et al. 

(2014). The choice of calibration method does not have not have a universal answer, 

but all aspects of future sensor deployments must carefully be considered before 

deciding on the type and breadth of calibration method to be used and the design of 

the discrete sampling regiment with which to carry it out. 

 

2.4.4.2 Modifications to SeapHOx Design 

As discussed previously in Section 2.2.2, the open-ocean design of the 

SeapHOx was not practical in a dynamic, productive, high-fouling, highly-turbid 

estuarine system. As designed, the SeapHOx was not capable of dependable high-
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resolution, high-frequency pH measurements over periods of days to weeks between 

sensor maintenance trips to validate its application to such an environment that was 

needed for the present work. A second SeapHOx unit modified for use in this type of 

deployment environment was successfully deployed for a period of about 10 months 

between September 2015 to August 2016. The results of the present work yielded a 

comprehensive set of recommendations to be considered for a subsequent sensor 

design specific to estuarine and coastal ocean deployment environments.  

The effects of high turbidity have the potential to introduce bias not attributed 

to degraded electrode response into raw sensor output and subsequently calibrated 

sensor time series. This may lead to the flagging and exclusion of large numbers of 

sensor measurements after undergoing routine QC procedures. The magnitude of data 

loss attributed to high turbidity increases significantly in the absence of regularly 

scheduled sensor maintenance. In the present work, the degradation of pump 

performance over time was experienced due to the formation of choke points in the 

instrument flow path especially around areas where the cross-sectional area or the 

direction of the flow path changed. These features lead to progressively shorter 

periods of slower, weaker water flow through the instrument.  

By employing the flow path modifications discussed in Section 2.2.4, the 

periods of time characterized by full pump operation and strong water flow through 

the instrument is significantly extended. So, employing similar modifications on 

SeapHOx flow paths is recommended for their future use in turbid waters. Even with a 

modified flow path, particles were still routinely observed inside the impeller chamber 
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of SBE 5M submersible pump. The presence of these particles around the plane of 

impeller rotation can be especially problematic. Given the variable pump performance 

experienced in this sensor deployment, it is recommended that SeapHOx units 

designed for use in estuaries and the coastal ocean be equipped with a stronger pump 

more adept to pumping waters with high particle loads. Ultimately, the Sea-Bird 

Electronics (SBE) 5P submersible pump (Sea-Bird Scientific, Bellevue, WA) should 

prove well suited to this purpose if the stronger, faster flow through the flow housing 

of the SeapHOx does not compromise of the integrity of the sensing surfaces. 

Currently, the communication with any SeapHOx unit is limited by way of a 

direct RS-232 connection with a computer through a suitable terminal program such as 

HyperTerminal or Tera Term. On the other hand, the recently developed and tested 

mobile oceanographic sensing platform incorporating the dual-reference electrode 

design integrated into the SeapHOx known as the WavepHOx described by Bresnahan 

et al. (2016) achieved methods of wireless communication between the instrument and 

the sensor operator using an iPhone/iPad. Moving forward, it is recommended that 

subsequently designed SeapHOx units for use in deployment environments in close 

enough proximity to land (typical most potential estuarine and coastal ocean 

environments) within range of telecommunication networks (e.g., 4G/3G networks) 

and/or WiFi networks adept at facilitating remote communication between sensor and 

sensor operator incorporate wireless communication capabilities as well. With respect 

to the present work, wireless communications to help stop and start deployment loops, 

to cycle the sensor in and out of sleep mode, and to download sensor data remotely 
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would have been preferred over removing the sensor from the water each time and 

manually performing all these tasks. The ability to download data remotely would also 

minimize data loss attributed to intra-deployment conditioning that occurred each time 

after sensor removal. Wireless communications would allow the sensor operator 

increased capability to monitor aggregate sensor performance throughout a 

deployment, thus greatly improving the chances of success in challenging deployment 

environments like the one used in the present work.  

The current open-ocean design of the SeapHOx is characterized by the absence 

of technology that allows the sending of data to and the viewing of data by the sensor 

operators, PIs, and stakeholders remotely in real time. There exist data loggers and 

communications systems to improve the capability to monitor underwater instruments. 

The STOR-X Submersible Data Logger (Satlantic L.P., Halifax, Nova Scotia, 

Canada), integrated into the co-located suite of biogeochemical sensors of the Kent 

County Land-Ocean Biogeochemical Observatory (http://kentcounty.loboviz.com/), is 

capable of and has proven extremely useful in monitoring and maintaining underwater 

instruments during long-term deployments in the same deployment environment (Dr. 

William Ullman, personal communication). The benefits of action with respect to 

these tasks greatly outweighs the costs of inaction as the focuses of ocean acidification 

and marine CO2 chemistry research further expand into the less well-characterized 

dynamic estuarine and coastal ocean systems (Andersson et al., 2015; Cai et al., 2011; 

Duarte et al., 2013; Weisberg et al., 2016). 
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2.4.5  Sensor Redundancy  

Related work with the Honeywell Durafet over comparable timescales carried 

out under rigorously-controlled laboratory conditions established small degrees of 

characteristic inter-sensor variability in key parameters associated with sensor 

operation (e.g. d𝐸𝐼𝑁𝑇
∗ d𝑇⁄ , d𝐸𝐸𝑋𝑇

∗ d𝑇⁄ ) (Martz et al., 2010). Because of this, sensor 

redundancy (the use of multiple units) was a key feature in subsequent work 

(Bresnahan et al., 2014; Takeshita et al., 2014). For the present work, one SeapHOx 

unit with one Honeywell Durafet was used in a highly variable estuarine system. 

Further work is needed to properly constrain and interpret electrode response under 

the conditions experienced over the present sensor deployment to sufficiently 

substantiate its results.
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Chapter 3 

 

SUMMARY & CONCLUSIONS 

 

 

Pilot deployments of the SeapHOx sensor equipped with the Honeywell 

Durafet were carried out between April 2015 to August 2015 and September 2015 to 

August 2016 in the Murderkill Estuary-Delaware Bay System (Delaware, USA). The 

present work encompassed the operation of a Honeywell Durafet in a dynamic, 

productive, high-fouling, highly-turbid estuarine system. In this setting, salinities 

lower than the characteristic open-ocean ranges (S=30-36) under which sensor 

performance had previously been investigated (Bresnahan et al., 2014) ranging 

between S=3.25 and S=29.33 were consistently experienced. Sensor performance was 

also evaluated over the dynamic salinity conditions on tidal excursions that 

characterize this system. The sensor pH collected during May 2016 to August 2016 

using the furthest refined SeapHOx configuration and discrete sampling strategy 

exhibited good agreement with the independent reference pH used. The sensor pH was 

characterized by a root-mean squared error (RMSE) ranging between 0.011 and 0.036 

pH units across the full environmental salinity range relative to both pHT calculated 

from measured DIC and TA and pHNBS corrected to pHT at in-situ conditions. Despite 

the challenges of operating a SeapHOx in an estuarine system, the results were very 

promising. 

In this environment, the Honeywell Durafet was capable of consistently 

capturing natural pH fluctuations nominally ranging from <0.5 pH units to >1 pH unit 
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occurring in the surrounding waters across the more saline Delaware Bay water and 

the fresher Murderkill Estuary outflow endmembers mixed along the salinity gradient 

over a range of timescales. Sensor performance demonstrated the versatility of the 

Honeywell Durafet and reinforced its viability to the measurement of pH as a part of 

future estuarine and coastal ocean CO2 chemistry studies. A number of deficiencies in 

existing deployment guidelines and calibration protocol for Durafet-based 

biogeochemical sensors were identified and highlighted in this work. Aspects of 

electrode response requiring further investigation were also highlighted. Moreover, a 

comprehensive set of recommendations for the future utilization of these sensors in 

similar systems resulted from the present work. As the emerging parallel trends in 

seawater pH metrology for natural waters of S < 20 converge, the highly desirable 

accuracy of the Honeywell Durafet achieved under open-ocean conditions of better 

than 0.01 pH units should be attainable in estuarine and coastal ocean systems in the 

near-future as well.
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TABLES 

 

 

Table 1. Deployment Details. 

Site Regime Lat. Lon. Deployment Dates Sensor Packages SeapHOx Build Validation Approaches 

Murderkill Estuary-             

Delaware Bay System           

(Bowers Beach, DE) 

Flood-      

Dominant  

Estuarine 

39.05  
oN 

75.39    
oW 

08 April 2015 to            

26 Aug 2015 

SeapHOx SP033, 

LOBO Sensors 

v1.0 Not Applicable due to                                                      

Sensor Failure 

Murderkill Estuary-              

Delaware Bay System           

(Bowers Beach, DE) 

Flood-      

Dominant  

Estuarine 

39.05  
oN 

75.39    
oW 

17 Sep 2015 to          

09 Dec 2015 

SeapHOx SP053, 

LOBO Sensors 

v2.0 DIC-TA (226 samples)                                                        

pHNBS (214 samples) 

Murderkill Estuary-             

Delaware Bay System           

(Bowers Beach, DE) 

Flood-      

Dominant  

Estuarine 

39.05  
oN 

75.39    
oW 

11 Dec 2015 to         

04 April 2016 

SeapHOx SP053 v2.0 DIC-TA (116 samples)                                                     

pHNBS (108 samples) 

Murderkill Estuary-             

Delaware Bay System           

(Bowers Beach, DE) 

Flood-      

Dominant  

Estuarine 

39.05  
oN 

75.39    
oW 

09 May 2016 to             

24 Aug 2016 

SeapHOx SP053, 

LOBO Sensors 

v3.0 DIC-TA (125 samples)                                                         

pHNBS (138 samples) 
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Table 2. Independent reference pH, salinity constraints, and alphanumeric 

designations corresponding to each sensor calibration method for each reference 

electrode on each sampling day. 

Sampling Day 
Reference 

Electrode  

Independent 

Reference pH  

Salinity 

Constraints 

Alphanumeric 

Designation 

01 June 2016 Internal pHDIC−TA
disc  None 1 

01 June 2016 External pHDIC−TA
disc  None 1A 

01 June 2016 External pHDIC−TA
disc  Only S>20 1B 

01 June 2016 Internal pHelec
disc None 2 

01 June 2016 External pHelec
disc None 2A 

01 June 2016 External pHelec
disc Only S>20 2B 

02 August 2016 Internal pHDIC−TA
disc  None 1 

02 August 2016 External pHDIC−TA
disc  None 1 

02 August 2016 Internal pHelec
disc None 2 

02 August 2016 External pHelec
disc None 2 
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Table 3. Average values of final calibration constants (Esensor,f
∗  (T = 25℃)) applied to 

all raw sensor time series. 

Sampling Day 
Reference 

Electrode  

Calibration 

Method  

Salinity 

Constraints 

Final Calibration 

Constant  

01 June 2016 Internal 1 None -0.4369 ± 0.0017 

01 June 2016 External 1A None -1.4080 ± 0.0013 

01 June 2016 External 1B Only S>20 -1.4075 ± 0.0010 

01 June 2016 Internal 2 None -0.4353 ± 0.0022 

01 June 2016 External 2A None -1.4064 ± 0.0007 

01 June 2016 External 2B Only S>20 -1.4064 ± 0.0008 

02 August 2016 Internal 1 None -0.4400 ± 0.0011 

02 August 2016 External 1 None -1.4109 ± 0.0008 

02 August 2016 Internal 2 None -0.4374 ± 0.0012 

02 August 2016 External 2 None -1.4083 ± 0.0007 
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Table 4. Root-mean squared error (RMSE), sensor offset (c0), and sensor gain (c1) calculated from Model II least squares 

fits for all final sensor pH and reference pH comparisons from the 01 June 2016 sampling day. 

Sampling Day 
Reference 

Electrode 

Calibration 

Method 

Salinity 

Constraints 
RMSE c0 (intercept) c1 (slope) 

01 June 2016 Internal 1 None 0.0275 -0.1795±0.1683 1.0225±0.0210 

01 June 2016 External 1A None 0.0174 -0.5848±0.1741 1.0724±0.0215 

01 June 2016 External 1B Only S>20 0.0158 0.0882±0.3860 0.9891±0.0473 

01 June 2016 Internal 2 None 0.0358 -0.0784±0.1592 1.0101±0.0202 

01 June 2016 External 2A None 0.0114 -0.0308±0.1063 1.0039±0.0132 

01 June 2016 External 2B Only S>20 0.0123 -0.1557±0.3258 1.0191±0.0399 
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Table 5. Root-mean squared error (RMSE), sensor offset (c0), and sensor gain (c1) calculated from Model II least squares 

fits for all final sensor pH and reference pH comparisons from the 02 August 2016 sampling day. 

Sampling Day 
Reference 

Electrode  

Calibration 

Method  

Salinity 

Constraints 
RMSE c0 (intercept) c1 (slope) 

02 August 2016 Internal 1 None 0.0159 0.2281±0.1072 0.9698±0.0142 

02 August 2016 External 1 None 0.0121 -0.0892±0.0814 1.0119±0.0108 

02 August 2016 Internal 2 None 0.0149 0.3655±0.0982 0.9514±0.0131 

02 August 2016 External 2 None 0.0105 0.0560±0.0689 0.9927±0.0092 
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Table 6. Root-mean squared error (RMSE), sensor offset (c0), and sensor gain (c1) calculated from Model II least squares 

fits for pHsensor′
vs. pHdisc′

 property-property comparisons from the 01 June 2016 sampling day. 

Sampling Day 
Reference 

Electrode  

Calibration 

Method  

Salinity 

Constraints 
RMSE c0 (intercept) c1 (slope) 

01 June 2016 Internal 1 None 0.0275 -0.0160±0.0171 1.0225±0.0210 

01 June 2016 External 1A None 0.0174 -0.0405±0.0129 1.0724±0.0215 

01 June 2016 External 1B Only S>20 0.0158 0.0006±0.0076 0.9891±0.0473 

01 June 2016 Internal 2 None 0.0358 -0.0068±0.0175 1.0101±0.0202 

01 June 2016 External 2A None 0.0114 -0.0018±0.0085 1.0039±0.0132 

01 June 2016 External 2B Only S>20 0.0123 -0.0025±0.0071 1.0191±0.0399 
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Table 7. Root-mean squared error (RMSE), sensor offset (c0), and sensor gain (c1) calculated from Model II least squares 

fits for pHsensor′
vs. pHdisc′

 property-property comparisons from the 02 August 2016 sampling day. 

Sampling Day 
Reference 

Electrode  

Calibration 

Method  

Salinity 

Constraints 
RMSE c0 (intercept) c1 (slope) 

02 August 2016 Internal 1 None 0.0159 0.0148±0.0076 0.9698±0.0142 

02 August 2016 External 1 None 0.0121 -0.0051±0.0058 1.0019±0.0108 

02 August 2016 Internal 2 None 0.0149 0.0244±0.0072 0.9514±0.0131 

02 August 2016 External 2 None 0.0105 0.0045±0.0050 0.9927±0.0092 
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Figure 1. Different SeapHOx configurations used over the course of the project: Left Panel – v1.0, Middle Panel – v2.0, and 

Right Panel – v3.0. 
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Figure 2. Example (Top Left Panel) and extent (Top Right Panel) of sediment 

accumulation inside SeapHOx flow housing experienced over 2 weeks during the 02 

April 2016 to 26 August 2016 SeapHOx deployment. Unsuccessful preventive 

measures of outfitting flow housing with multiple outflow points (Bottom Left Panel) 

and employing a hydrodynamic filter stuffed with fiberglass mesh (Bottom Right 

Panel) to combat sediment accumulation inside SeapHOx flow housing. 
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Figure 3. Measured (A) pHraw
INT  (solid black line) and pHraw

EXT (solid blue line) during 

periods of sediment accumulation inside SeapHOx flow housing and (B) turbidity 

(solid gold line) from 21 April 2015 to 05 May 2015. 
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Figure 4. Overview of SeapHOx field deployment method for September 2015 to 

August 2016 SeapHOx deployments. 
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Figure 5. Examples of biofouling observed within 1-2 weeks experienced during 

SeapHOx deployments from summer 2016 (Left Panel) and summer 2015 (Right 

Panel). 
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Figure 6. Functional implementation of the ISFET operating principle (from Martz et 

al., 2010). 
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Figure 7. pHraw
INT  (solid blue line), pHraw

EXT (solid black line), calculated pHDIC−TA
disc  

(squares), and calculated pHelec
disc (diamonds) on the total hydrogen ion concentration 

scale (pHT) as a function of salinity from 0900-1900 on the 01 June 2016 sampling 

day. 
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Figure 8. pHraw
INT  (solid blue line), pHraw

EXT (solid black line), calculated pHDIC−TA
disc  

(squares), and calculated pHelec
disc (diamonds) on the total hydrogen ion concentration 

scale (pHT) as a function of salinity from 0800-1930 on the 02 August 2016 sampling 

day. 
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Figure 9. Property-property plot of pHraw
INT  vs. pHDIC−TA

disc  (circles) and pHelec
disc 

(diamonds) as a function of salinity from the 01 June 2016 sampling day shown 

relative to a 1:1 (pHINT = pHdisc) relationship (dashed red line). 
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Figure 10. Property-property plot of pHraw
EXT vs. pHDIC−TA

disc  (squares) and pHelec
disc 

(triangles) as a function of salinity from the 01 June 2016 sampling day shown relative 

to a 1:1 (pHEXT = pHdisc) relationship (dashed red line). 
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Figure 11. Property-property plot of pHraw
INT  vs. pHDIC−TA

disc  (circles) and pHelec
disc 

(diamonds) as a function of salinity from the 02 August 2016 sampling day shown 

relative to a 1:1 (pHINT = pHdisc) relationship (dashed red line). 
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Figure 12. Property-property plot of pHraw
EXT vs. pHDIC−TA

disc  (squares) and pHelec
disc 

(triangles) as a function of salinity from the 02 August 2016 sampling day. shown 

relative to a 1:1 (pHEXT = pHdisc) relationship (dashed red line). 
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Figure 13. Calculated values of EINT,1
∗  (T = 25℃) from pHDIC−TA

disc  (circles) and 

EINT,2
∗  (T = 25℃) from pHelec

disc (diamonds) for all measurements as a function of 

salinity from the 01 June 2016 sampling day. 
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Figure 14. Calculated values of EEXT,1
∗  (T = 25℃) from pHDIC−TA

disc  (squares) and 

EEXT,2
∗  (T = 25℃) from pHelec

disc (triangles) for all measurements as a function of 

salinity from the 01 June 2016 sampling day. 
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Figure 15. Calculated values of EINT,1
∗  (T = 25℃) from pHDIC−TA

disc  (circles) and 

EINT,2
∗  (T = 25℃) from pHelec

disc (diamonds) for all measurements as a function of 

salinity from the 02 Aug 2016 sampling day. 
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Figure 16. Calculated values of EEXT,1
∗  (T = 25℃) from pHDIC−TA

disc  (squares) and 

EEXT,2
∗  (T = 25℃) from pHelec

disc (triangles) for all measurements as a function of 

salinity from the 02 August 2016 sampling day. 
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Figure 17. Property-property plot of pHfinal,1
INT  vs. pHDIC−TA

disc  as a function of salinity 

from the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,1
INT = pHDIC−TA

disc ) relationship. 
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Figure 18. Property-property plot of pHfinal,1A
EXT  vs. pHDIC−TA

disc  as a function of salinity 

from the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,1A
EXT = pHDIC−TA

disc ) 

relationship. 
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Figure 19. Property-property plot of pHfinal,1B
EXT  vs. pHDIC−TA

disc  as a function of salinity 

from the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,1B
EXT = pHDIC−TA

disc ) 

relationship. 
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Figure 20. Property-property plot of pHfinal,2
INT  vs. pHelec

disc as a function of salinity from 

the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,2
INT = pHelec

disc) relationship. 
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Figure 21. Property-property plot of pHfinal,2A
EXT  vs. pHelec

disc as a function of salinity from 

the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,2A
EXT = pHelec

disc) relationship. 
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Figure 22. Property-property plot of pHfinal,2B
EXT  vs. pHelec

disc as a function of salinity from 

the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,2B
EXT = pHelec

disc) relationship. 
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Figure 23. Property-property plot of pHfinal,1
INT  vs. pHDIC−TA

disc  as a function of salinity 

from the 02 August 2016 sampling day. The solid black line represents a Model II 

least squares fit and the dashed red line represents 1:1 (pHfinal,1
INT = pHDIC−TA

disc ) 

relationship. 
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Figure 24. Property-property plot of pHfinal,1
EXT  vs. pHDIC−TA

disc  as a function of salinity 

from the 02 August 2016 sampling day. The solid black line represents a Model II 

least squares fit and the dashed red line represents 1:1 (pHfinal,1
EXT = pHDIC−TA

disc ) 

relationship. 
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Figure 25. Property-property plot of pHfinal,2
INT  vs. pHelec

disc as a function of salinity from 

the 02 August 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,2
INT = pHelec

disc) relationship. 
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Figure 26. Property-property plot of pHfinal,2
EXT  vs. pHelec

disc as a function of salinity from 

the 02 August 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,2
EXT = pHelec

disc) relationship. 
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Figure 27. Murderkill Estuary-Delaware Bay System pH time-series from 09 May 

2016 to 09 June 2016. (A) Raw sensor voltages for the internal (black) and external 

(blue) reference electrodes show four shorter-term deployment combined into one 

longer-term deployment. (B) pH calculated using the internal (black) and external 

(blue) reference electrodes. 
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Figure 28. Murderkill Estuary-Delaware Bay System pH time-series from 20 July 

2016 to 24 August 2016. (A) Raw sensor voltages for the internal (black) and external 

(blue) reference electrodes show four shorter-term deployment combined into one 

longer-term deployment. (B) pH calculated using the internal (black) and external 

(blue) reference electrodes. 
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Figure 29. Calculated ∆pHINT−EXT anomaly (solid red line) shown relative to a zero 

∆pHINT−EXT anomaly (dashed black line) and in-situ salinity (dotted green line) from 

09 May 2016 to 09 June 2016. Uncharacteristically large positive ∆pHINT−EXT 

anomalies coincide with the first measurements of conditioning periods that follow 

sensor maintenance. 
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Figure 30. Calculated ∆pHINT−EXT anomaly (solid red line) shown relative to a zero 

∆pHINT−EXT anomaly (dashed black line) and in-situ salinity (dotted green line) from 

20 July 2016 to 24 August 2016. 
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Figure 31. Contributions of excess alkalinity to total measured alkalinity on the 01 

June 2016 sampling day. (A) Excess alkalinity (ΔTA) (blue) and alkalinity calculated 

from pHNBS
field and DIC (black) shown relative to in-situ salinity (green). (B) ΔpH due to 

contributions of excess alkalinity (blue) and pHelec
disc assumed to be free of the 

contributions of excess alkalinity (black) shown relative to in-situ salinity (green). 
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Figure 32. Contributions of excess alkalinity to total measured alkalinity on the 02 

August 2016 sampling day. (A) Excess alkalinity (ΔTA) (blue) and alkalinity 

calculated from pHNBS
field and DIC (black) shown relative to in-situ salinity (green). (B) 

ΔpH due to contributions of excess alkalinity (blue) and pHelec
disc assumed to be free of 

the contributions of excess alkalinity (black) shown relative to in-situ salinity (green). 
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Figure 33. Composite of excess alkalinity effects time-series for 09 May 2016 to 09 

June 2016 SeapHOx deployment. (A) pHfinal,1
INT  (black) calibrated using pHDIC−TA

disc  

assumed to incorporate errors due to excess alkalinity and pHfinal,2
INT  (green) calibrated 

using pHelec
disc assumed to be free of errors due to excess alkalinity. (B) ∆pHfinal

INT  

anomaly (black) calculated from difference between pHfinal,1
INT  and pHfinal,2

INT  shown 

relative to in-situ water temperature (red). 
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Figure 34. Composite of excess alkalinity effects time-series for 20 July 2016 to 24 

August 2016 SeapHOx deployment. (A) pHfinal,1
INT  (black) calibrated using pHDIC−TA

disc  

assumed to incorporate errors due to excess alkalinity and pHfinal,2
INT  (green) calibrated 

using pHelec
disc assumed to be free of errors due to excess alkalinity. (B) ∆pHfinal

INT  

anomaly (black) calculated from difference between pHfinal,1
INT  and pHfinal,2

INT  shown 

relative to in-situ water temperature (red). 
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Figure 35. Conditioning period at the start of the 09 May 2016 to 24 August 2016 

SeapHOx deployment. Calculated ∆pHINT−EXT anomaly (solid red line) shown 

relative to a zero ∆pHINT−EXT anomaly (dashed black line) and in-situ salinity (dotted 

green line). Conditioning period starts on 9 May 2016 at 1200 (Hour 0) and goes until 

12 May 2016 at 1900 (Hour 79). 
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Figure 36. Composite of intra-deployment conditioning time-series following sensor 

maintenance on 20 July 2016. (A) sensor measured pHINT (solid black line) and 

pHEXT (solid blue line) shown relative to pHT of conditioning samples calculated from 

DIC-TA (pHDIC−TA
Cond  – triangles) as a function of salinity. (B) ∆pHINT−Cond (circles) 

and ∆pHEXT−Cond (squares) as a function of salinity. Conditioning period starts on 20 

July 2016 at 1200 (Hour 0) and goes until 20 July 2016 at 1900 (Hour 7). 

Conditioning samples collected at Hour 5.5 (1730) partially froze in storage and were 

lost. 
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Figure 37. Composite of intra-deployment conditioning time-series following sensor 

maintenance on 12 August 2016. (A) sensor measured pHINT (solid black line) and 

pHEXT (solid blue line) shown relative to 𝑝𝐻𝑇 of conditioning samples calculated from 

DIC-TA (pHDIC−TA
Cond  – triangles) as a function of salinity. (B) ∆pHINT−Cond (circles) 

and ∆pHEXT−Cond (squares) as a function of salinity. Conditioning period starts on 12 

August 2016 at 1130 (Hour 0) and goes until 12 August 2016 at 1830 (Hour 7). 

Conditioning samples collected at Hour 5.5 (1700) were collected 7 minutes after the 

hour effectively missing the sensor measurement and were excluded. 
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Figure 38. Property-property plot of pHfinal,1
INT      ′ vs. pHDIC−TA

disc      ′  as a function of salinity 

from the 01 June 2016 sampling day. The solid black line represents a Model II least 

squares fit and the dashed red line represents 1:1 (pHfinal,1
INT      ′  = pHDIC−TA

disc      ′ ) 

relationship. 
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Figure 39. Property-property plot of pHfinal,2
EXT      ′ vs. pHelec

disc ′ as a function of salinity 

from the 02 August 2016 sampling day. The solid black line represents a Model II 

least squares fit and the dashed red line represents 1:1 (pHfinal,2
EXT      ′  = pHelec

disc ′) 

relationship. 
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