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#### Abstract

The primary motivation of this work is the development of atomic clocks and the searches for new physics beyond the standard model. Optical clocks based on the forbidden transitions in an atom have been shown to be promising candidates for a better frequency standard. The search for new physics beyond the standard model can be done by looking for tiny deviations of atomic properties which is not expected by this model. Highly precise calculations for atomic systems are needed to provide further understanding in these studies.

The main formalisms that we use for the calculation on the atomic systems are all-order method, which is based on linear single double coupled cluster (LCCSD) method, and the combination of configuration interaction (CI) and all-order methods. These methods are suitable to study open-shell atomic systems and capable of calculating the electron correlations up to all order.

In this work, we carried out the following calculations. First, we proposed a new method of determining transition matrix elements using the measurement of magic wavelength in Sr lattice clock. Next, we calculated the blackbody radiation shift in $\mathrm{Tl}^{+}$ and Hg , the magic wavelength in Hg , and the hyperfine quenching rate in Cd . Next, we developed a method to calculate the specific mass shift in the all-order formalism and apply it to $\mathrm{Na}, \mathrm{K}$, and Rb atoms. Next, we calculated Ra atomic properties for electric dipole moment (EDM) experiments, and parity non-conserving amplitude of Cs and Fr. Finally, we calculated the energies and transition matrix elements of highly charged Mo and Tc ions.


## Chapter 1

## INTRODUCTION

In this work, we applied high precision calculations using ab-initio methods in the study of the electron in atomic systems. The systems that we mainly discuss here are the particular cases of the open-shell atoms with one valence electron (monovalent) and two valence electrons (divalent). The primary methods that we use in this study are many-body perturbation theory (MBPT) [1] and all-order [2] methods for the monovalent system, and CI [3], CI+MBPT [4], and CI+all-order [5] methods for the divalent system. The primary motivation of this work is the ongoing developments of the atomic clock and the experimental searches for new phenomena beyond the standard model.

### 1.1 Development of the ab-initio calculation methods for atomic system.

The calculation of electronic structure in heavy atoms is a quantum many-body problem. In this type of calculation, the initial approximation is commonly carried out by the application of Dirac-Hartree-Fock (DHF) method [6]. We can solve the first few energy levels of the DHF wavefunction self-consistently in the central field approximation, i.e. using Hydrogen-like wavefunctions to describe the one-electron wavefunction with a spherically symmetric effective potential to account for the average repulsion from the other electrons. Using these initial wavefunctions, we form a full basis set using the B-spline interpolation [7].

Using the DHF basis set as the unperturbed wavefunctions (zeroth order), we can calculate the next order of corrections using the many-body perturbation theory (MBPT). This method has been developed and applied in the calculation of the electronic spectrum of the monovalent system up to the third order [1]. The number of
the correlation diagrams in MBPT method grows exponentially with increasing order of the perturbation. For this reason, MBPT method is no longer practical past the third order.

An alternative to MBPT method is the all-order method. In 1985, Lindgren developed this method based on the linked-diagram theorem to automatically generate higher order corrections from a set of iterative rules and carried out a non-relativistic treatment of the energies and hyperfine structures of $\mathrm{Li}[8]$. He called this method allorder method since in principle it can calculate the perturbative effects to all orders by iteration. It can be shown that an equivalent method can be derived from the coupled cluster (CC) expansion [9]. A relativistic treatment of all-order method was developed by Blundell et al. to calculate the energies of He [10] and the energies and matrix elements of Li , and $\mathrm{Be}^{+}$[2]. Although all-order method had been quite successful for calculations in small systems, it was shown, by comparison with MBPT method, that this treatment is incomplete at the third order of energy. Blundell et al. improved this method to make it complete up to the third order of energy and calculated the energies and matrix elements of Cs [11]. Using all-order method, Safronova et al. calculated the energies and matrix elements of the rest of alkali atoms, $\mathrm{Na}, \mathrm{K}, \mathrm{Rb}$, and Cs [12]. The all-order method has been shown to perform better than the third order MBPT for alkali atoms [12].

For calculations in monovalent systems, the MBPT and all-order methods are sufficient. To explore the system with more than one valence electron, a new approach needs to be developed. Configuration interaction method (CI) has been used since 1927 to study systems with few electrons [13, 3]. The main drawback of CI method is that the size of the configuration space increases exponentially with the number of electrons. Therefore, in practical CI calculations, the core-core and core-valence electron correlations are ignored. In 1996, Dzuba et al. proposed a way to combine CI and MBPT methods for atomic calculations [4]. In the CI+MBPT method, the corecore and core-valence electrons correlations are calculated first using the second order MBPT method, and then later on added as effective terms in the Hamiltonian. The

Hamiltonian is then used to build the configuration space for the CI calculations. The CI calculations will account for the valence-valence correlations. With this combined technique, it is possible to carry out calculations which include all electron correlations (core-core, core-valence, and valence-valence) in the system with more than one valence electron. Using similar method, Safronova et al. combined CI and all-order methods in 2009 [5]. In CI+all-order method, the effective correlation terms for the CI Hamiltonian are calculated using the all-order method. This method is currently the most precise method available for calculations of atomic systems.

We now discuss the motivations behind this work.

### 1.2 Extracting transition matrix elements from magic wavelengths

One of the most challenging problems in the experimental and theoretical atomic systems is the accurate determinations of the transition matrix elements. Theoretical errors has been showed to up to $0.2 \%$ [14] for alkali systems, but for more complicated systems it can be about $1 \%[15,16,17]$. More importantly, on the experimental side, there is a lack of data available due to technical difficulties in conducting the experiments. In practice, the transition matrix elements are extracted from the measurements of the lifetimes which can be difficult to do if the branching ratios for the corresponding transitions are too small.

Here, we propose an alternative method for obtaining the transition matrix elements by utilizing the measurement of "magic zero" wavelengths. Magic zero wavelength is the wavelength in which the dynamic polarizability of the corresponding state turns to zero [17, 18]. Magic zero wavelengths have been measured before in Rb [19, 20], K [21] and metastable He [22], therefore experimental techniques for measuring them are readily available and well established.

In this work, we discuss the approach to obtain transition matrix elements of $5 s 5 p^{3} P_{0}$ state in Sr atom. Sr is chosen as the best available benchmark for several reasons. First, the experimental techniques have been well developed due to its importance in atomic clock development [23] and studies of many-body effects in degenerate
quantum gasses $[24,25]$. Next, the matrix element of $\operatorname{Sr} 5 s 5 p^{3} P_{0}-5 s 4 d^{3} D_{1}$ transition is known to $0.23 \%$ accuracy from the $5 s 4 d^{3} D_{1}$ lifetime measurement [23]. Finally, in theory, Sr is one of the best understood system from the recent calculation of blackbody radiation (BBR) shift of $5 s^{21} S_{0}-5 s 5 p^{3} P_{0}$ clock transition [26].

### 1.3 Improving the accuracy of optical clocks

An ultra-precise clock is a critical component in the advances of fundamental sciences and practical technology. A better clock provides better measurements which can be used to probe phenomena predicted by theories beyond the standard model that are too small to observe using the current clock. Furthermore, it provides the technology for a better GPS system which is a crucial tool for the development of deep space probes.

It is shown in [27] that a higher transition frequency provides a better stability in the atomic clock. This work leads to active researches of optical clocks that operate at a higher frequency than that of the microwave clock. Currently, two types of optical clock schemes are being developed, the single ion in an ion trap scheme [28, 29, 30] and the neutral atoms in an optical lattice scheme [31, 32, 33]. Single ion clocks provide better precisions with the decrease in atomic interactions and Doppler effects; however, lattice clocks has the advantage of utilizing many atoms which result in better stability [34]. Currently, the most accurate atomic clock has been achieved with an accuracy of $8.6 \times 10^{-18}$ in $\mathrm{Al}^{+}$single ion clock [30].

By definition, the current standard of a second is determined by the transition of the hyperfine ground state of Cs microwave clock operating at 0 K [35]. The Cs clock itself is still under ongoing development with the latest NIST-F2 clock achieving $10^{-16}$ level of accuracy [36].

When operating at the room temperature, the atomic clock is exposed to the electromagnetic field perturbation from the BBR. This radiation creates a shift in the energy level which in turn produces a systematic uncertainty in the transition frequency. The BBR shift is the leading factor in the uncertainty of atomic clocks; therefore its
precise determination is crucial for the development of atomic clocks. In this work, the BBR shifts for $\mathrm{Tl}^{+}$and Hg are calculated in the $\mathrm{CI}+$ all-order formalism.

Previous analysis has shown that the polarizabilities of ns ${ }^{2}{ }^{1} S_{0}$ and nsnp ${ }^{3} P_{0}$ state are almost equal for $\mathrm{B}^{+}, \mathrm{Al}^{+}$and $\mathrm{In}^{+}$ions [17]. These values result in an anomalously small BBR shifts in the $\mathrm{ns}^{2}{ }^{1} S_{0}-\mathrm{nsnp}^{3} P_{0}$ transition of these ions. These ions belong to the same IIIB group, two other systems in this group, Ga , and Tl , have not been studied yet. $\mathrm{Tl}^{+}$based clock has been proposed in [37], therefore makes it an appealing system for the BBR shift study. Frequency standard based on the $\mathrm{Tl}^{+}$ $6 s^{2}{ }^{1} S_{0} m_{F}=0-6 s 6 p^{3} P_{0} m_{F^{\prime}}=0$ transition has been proposed [37]. The radioactive isotope of ${ }^{204} \mathrm{Tl}$ has a half-life of 3.78 years, a spin of 2 , and a small magnetic moment of 0.0908 nuclear magnetons making it an ideal object for a very high-resolution laser spectroscopy. Because of its small nuclear magnetic moment, the natural linewidth of the clock transition in ${ }^{204} \mathrm{Tl}^{+}$is expected to be orders of magnitude smaller than the estimated value for stable Tl isotopes. Our calculation of BBR shift of $\mathrm{Tl}^{+}$has been published in [38].

Despite the difficulties of handling its operational wavelength in ultraviolet (UV) range, Hg is one of the promising candidates for an atom clock among the other neutral atom system. A recent study shows that its BBR shift ratio is smaller by at least an order of magnitude compared to the other neutral atom clock candidates, Sr and Yb [39]. Moreover, its large $Z$ is convenient for the search of $\alpha$ variation since the clock transition is sensitive to $Z, \sim(\alpha Z)^{2}$. The experimental work on the Hg atomic clock is currently ongoing at RIKEN [33].

Other calculations that we also carried out in this work are the calculations of hyperfine quenching rates of ${ }^{25} \mathrm{Mg},{ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Cd}$ clock transition in CI+all order formalism. The primary motivation for this is the development of Cd clock. We also calculate hyperfine quenching rates of ${ }^{25} \mathrm{Mg}$ and ${ }^{87} \mathrm{Sr}$ to compare the accuracy of our method with the available calculations [40, 41, 42]. Similar to $\mathrm{Hg}, \mathrm{Cd}$ is also a promising candidate for optical lattice clock due to its possible small BBR shift, despite the difficulty of handling the operational range at UV frequency. Furthermore,
it has a variety of isotopes making it an excellent system for a variety of fundamental physics experiments. In atomic isotopes with half-integer $I$, the electronic state may mix with other states through hyperfine interactions. Thus, in this isotope, the ${ }^{3} P_{0}$ state may contain small admixtures from the state with $J=1$ which allows for the usually forbidden hyperfine quenched $E 1$ decay.

### 1.4 Searches beyond the standard model in atoms

The standard model of particle physics is currently the best model which explains the particle interactions at the fundamental level (for a review of the standard model see for example [43]). The standard model contains 17 known fundamental particles which consist of six quarks, six leptons, and five bosons. This model fully describes the electromagnetic, weak and strong interactions among these particles.

The standard model was formulated during the early seventies as the combined model of the strong [44, 45] and electroweak [46, 47, 48] interactions. At the time, not all particles predicted by this model, namely the charm quark, W, Z and Higgs bosons have been discovered. The charm quark was discovered shortly after in 1974 as the constituent of $J / \Psi$ meson $[49,50]$. Next, The $W$ and $Z$ bosons were discovered in 1983 in the proton-antiproton scattering experiment [51, 52]. Finally, the Higgs boson was discovered in 2012 in the recent LHC experiment [53, 54, 55]. These discoveries have shown that the standard model is still a strong theory even decades after its formulation.

Despite its success, there are still lingering problems that the standard model can not explain. Neutrinos are predicted to be massless particles, yet observations have shown that their states oscillate among each other. This phenomenon means that these states are mixed which can only happen if they are massive. Next, the current matter-antimatter imbalance also does not have a satisfying explanation in the standard model. Furthermore, astronomical data suggests the existence of unknown matter called the dark matter. The particles in the standard model currently have no good candidates for this new matter. Finally, gravity as the fourth fundamental force
is still untouched in the standard model. Therefore, a new theory beyond the standard model is expected to answer this problem.

Experimental searches of new phenomena not predicted by the standard model are currently ongoing. If these phenomena are discovered, they could signal the existence of new physics not yet explained in the standard model. These experiments generally can be divided into two categories, the high energy, and the low energy test. In the high energy, the experiments are carried out by colliding high-energy particles to produce new particles outside of the standard model elements. In the low energy regime, the experiments carried out in atomic systems to search for unusual properties which are not predicted by the standard model. Indeed, these properties should be minuscule since so far no one has seen it yet, therefore high precision measurements, and theoretical calculations are paramount in these experiments.

In this work, the searches beyond standard model in atomic systems are studied. We confine our discussion in the search of permanent EDM in Ra, and PNC study in Cs and Fr.

### 1.4.1 The search of permanent EDM

The current matter-antimatter imbalance requires CP violating processes to occur in the early universe. The present standard model allows such operations through the Cabibbo-Kobayashi-Maskawa (CKM) matrix mixing, Pontecorvo-Maki-NakagawaSakata (PMNS) matrix mixing and the Quantum Chromodynamics (QCD) $\theta$ term [56]. Interactions involving these terms at higher orders allow for processes that violate CP. However, these processes are too small to produce the currently observed result.

Theories beyond the standard model such as supersymmetry predict new particles which allow for new CP violating processes. The search for these new particles is still ongoing in high energy experiment. An alternative way to test these theories is by searching for non-zero atomic electric dipole moment (EDM) in the low energy regime. In the case of non-zero EDM, $d_{E}$, there will be an effective interaction between
particle spin $\vec{S}$ and electric field $\vec{E}, d_{E} \vec{S} \cdot \vec{E}$. Under parity and time reversal transformations, the operator $\vec{S}$ and $\vec{E}$ transform as $\vec{S} \xrightarrow{\mathcal{P}} \vec{S}, \vec{E} \xrightarrow{\mathcal{P}}-\vec{E}$ and $\vec{S} \xrightarrow{\mathcal{T}}-\vec{S}, \vec{E} \xrightarrow{\mathcal{T}} \vec{E}$. Therefore, the combination $\vec{S} \cdot \vec{E}$ violates both parity and time reversal transformation. Thus, assuming CPT conservation holds, the existence of non-zero EDM $\left(d_{E}\right)$ violates the CP conservation. This nonzero EDM is predicted to be larger by several orders of magnitude in these new theories than the one predicted by the standard model.

Ra is a suitable system for the search of atomic EDM. It has been shown recently that the EDM in this system has an enhancement factor of up to $10^{5}$ compared to other atoms [57]. The Ra EDM experiment is currently ongoing by the Argonne group [58]. In this work, we carried out a preliminary study of the lifetimes, polarizabilities and hyperfine constants of Ra using the CI+all order formalism which will be useful for the experiment.

### 1.4.2 The study of PNC

Parity is one of the fundamental transformation in physics. It was shown by C. S. Wu et al. in 1957 that the beta decay process in cobalt- 60 violates parity [59]. This parity nonconservation (PNC) process is caused by the weak interaction which is mediated by $W$ and $Z$ bosons in the standard model.

In atomic systems, the PNC experiments have been carried out in Cs [60] and currently ongoing in $\operatorname{Fr}$ [61]. These experiments are carried out by measuring the highly forbidden transition from which PNC amplitude can be extracted. By combining the results from Cs PNC experiment and theory, Porsev et al. have managed to obtain the weak charge $Q_{W}$ [62]. Their calculation of $Q_{W}$ differs from the standard model prediction by $1.5 \sigma$. It was shown in [63] that highly excited-states might have a larger contribution to the uncertainty of the $Q_{W}$ than previously expected. Apart from extracting the $Q_{W}$ value, it also possible to evaluate the nuclear anapole moments and nuclear weak coupling constant from the PNC experiments. It is shown in [64] that the nuclear weak coupling constant extracted from the Cs PNC experiment is in disagreement with the other results obtained from nuclear parity violating experiments.

### 1.5 The calculations of isotope shift

Recent studies in quasar absorption spectra show a possible sign of a change in the fine structure constant $\alpha$ [65]. Indeed, extra dimensional theories such as the superstring theory predict variations in the fundamental constants [66]. Although extensive analyses have been done [65, 67, 68], it is not yet entirely known whether the change is real or caused by systematic errors. The possibility of different isotopic abundance in the early universe compared to its terrestrial value might be an alternative explanation for this change. This possibility can be tested if we know the values of the isotope shift of the corresponding atomic transition. However, for the time being, only a few of these are known experimentally. Therefore, precise calculations of these quantities are an important key to understand this problem.

An accurate determination of the isotope shift is also necessary for nuclear studies. By comparing the calculated and measured values of isotope shift, it is possible to determine atomic nuclei charge distribution [69].

Finally, an accurate isotope shift calculation is necessary for solving the problem of dark matter. It is possible that the mass deficit in the universe is due to the existence of little black holes [70]. These elementary black holes, formed in the early universe, might have electric charges which attract electrons and form black hole atoms. The electronic spectra of the black hole atoms will have an isotope shift compared to the corresponding atoms on earth.

The determination of the isotope shift requires the calculations of two-body matrix elements. Previous works in the calculations of isotope shift in $\mathrm{Na}, \mathrm{K}$, and Rb using third order MBPT have shown significant discrepancies between the theoretical and experimental results [71, 72]. One possible cause of these discrepancies is the exclusion of higher order corrections, therefore a logical approach to solving this problem is to extend this formalism into the all-order method. Calculation methods for the twobody matrix elements in the all-order formalism have not been developed yet. In this work, we show for the first time, the development of the calculation methods of general two-body matrix elements in all-order method and apply them to the calculations of
isotope shift in $\mathrm{Na}, \mathrm{K}$, and Rb .

### 1.6 The calculations of energies, matrix elements and lifetimes of highly charged Mo and Tc

A highly charged ion is an atom with multiple of its outermost electrons stripped. Several studies have shown that due to their smaller size compared to their neutral counterpart, highly charged ions are less sensitive to external perturbation. This feature results in a smaller fractional frequency shift, as a matter of fact, studies have shown that this shift can be less than $1 \times 10^{-19}[15,73]$. This property makes them excellent candidates for optical clock and the search of the spatial $\alpha$-variation.

Tc is a rare element which naturally occurs as a product of radioactive processes in heavy elements such as uranium or molybdenum. Only small amounts of this element are found in the Earth's crust. Due to this reason, there are currently little studies on this element. However, the stellar spectra of some star have shown abundant of Tc in them [74]. Since the half-life of Tc is far less than the age of the stars, then this element must have been created after the formation of these stars. Therefore, a better understanding of Tc can provide us with a better insight on the nucleosynthesis in stars.

In this work, we carried out a preliminary study of highly charged Mo V, Mo VI, Tc VI, and Tc VII. We carried out the calculations of energy spectra of the low lying level, transition matrix elements, and lifetimes in these ions. The electronic configurations of Mo and Tc differ by one electron, therefore apart from their nuclear structure, they are similar. Since experimental data are available for Mo but not for Tc, we use Mo as a testbed to test the accuracy of our calculations by comparing them with the available experimental measurements.

### 1.7 Thesis structure

We organize this work as follows.

In Chapter 2, the all-order and CI+all-order method are described. These methods are the methods mainly used for all the calculations in this work. The methods to calculate the transition matrix elements within these formalisms are also described in this chapter.

In Chapter 3, we proposed a new method for determining the transition matrix elements from the measurements of magic and magic zero wavelength in an atom.

In Chapter 4, we provided the optical clock related calculation. In this chapter, BBR shift of $\mathrm{Tl}^{+}$and Hg are calculated. Next, the magic wavelength of Hg is calculated. Finally, the hyperfine quenching rate of Cd is calculated.

In Chapter 5, we provide the calculation related to the searches for new physics beyond the standard model. In this section, we calculated the atomic properties of Ra. Next, we calculated the PNC amplitude of Cs and Fr.

In Chapter 6, we provided the calculation of the isotope shift of $\mathrm{Na}, \mathrm{K}$, and Rb .
In Chapter 7, we provided the calculation of the energies and matrix elements of highly charged Mo and Tc.

We concluded and summarized the whole work in chapter 8 .

## Chapter 2 <br> CALCULATION METHODS

In this chapter, we describe the calculation method which will be used in this work. The methods used to calculate the monovalent system is discussed in sec. 2.1 and for the divalent system in sec. 2.2.

### 2.1 Methods for monovalent system

For this type of calculation, we use all-order method [8]. There are two variants of this approach, the single double (SD) and single double partial triple ( $\mathrm{SDpT} \mathrm{)} \mathrm{}$.

### 2.1.1 The SD method

In SD all-order, a set of rules is defined to generate high order corrections iteratively. Originally, this method was derived from the linked-diagram theorem [8], later it was shown that it could be obtained equivalently from coupled cluster (CC) expansion [10]. In this work, we will follow the derivation of SD all-order method from coupled cluster (CC) expansion as given in [75].

The coupled cluster (CC) theory was first developed in [76] for the nuclear physics studies. According to CC theory, the exact single valence atomic wavefunction $\left|\Psi_{v}\right\rangle$ can be written as [11]

$$
\begin{equation*}
\left|\Psi_{v}\right\rangle=\exp (S)\left|\Phi_{v}\right\rangle, . \tag{2.1}
\end{equation*}
$$

Where $S$ is the cluster operator and $\left|\Phi_{v}\right\rangle$ is the zeroth order wavefunction. In CC method, the cluster operator can be written as $S=S_{1}+S_{2}+S_{3}+\ldots$ where $S_{n}$ is the $n$-th excitation term that describes the excitation of $n$ electrons from the wavefunction $\left|\Phi_{v}\right\rangle$. Here, the zeroth order wavefunction is taken to be the frozen core Dirac Hartree

Fock (DHF) wavefunction $\left|\Phi_{v}\right\rangle=a_{v}^{\dagger}\left|0_{C}\right\rangle$ where $\left|0_{C}\right\rangle$ is a closed shell core electrons state.

If we expand the exponential from Eq. (2.1) and using the expansion of $S$, we obtain the CC expansion of the exact wavefunction

$$
\begin{equation*}
\left|\Psi_{v}\right\rangle=\left(1+S_{1}+S_{2}+S_{3}+\frac{1}{2} S_{1}^{2}+\frac{1}{2} S_{2}^{2}+S_{1} S_{2}+\cdots\right)\left|\Phi_{v}\right\rangle . \tag{2.2}
\end{equation*}
$$

In open shell systems, the non linear terms of Eq. (2.2) contributes to the energy corrections starting from the fourth order [9] and $S_{3}$ contributes partially to the third order energy [2]. The dominant contributions to the energy corrections in this system comes from the single and double excitation terms. In SD all-order approximation, only these terms are kept from Eq. (2.2), thus we obtain the SD wavefunction $\left|\Psi_{v}^{\mathrm{SD}}\right\rangle$

$$
\begin{equation*}
\left|\Psi_{v}^{\mathrm{SD}}\right\rangle=\left(1+S_{1}+S_{2}\right)\left|\Phi_{v}\right\rangle \tag{2.3}
\end{equation*}
$$

In the second quantization, Eq. (2.3) can be written as

$$
\begin{align*}
\left|\Psi_{v}^{S D}\right\rangle= & {\left[1+\sum_{m a} \rho_{m a} a_{m}^{\dagger} a_{a}+\sum_{m} \rho_{m v} a_{m}^{\dagger} a_{v}+\right.} \\
& \left.\frac{1}{2} \sum_{\substack{m n \\
a b}} \rho_{m n a b} a_{m}^{\dagger} a_{n}^{\dagger} a_{b} a_{a}+\sum_{\substack{m n \\
a}} \rho_{m n v a} a_{m}^{\dagger} a_{n}^{\dagger} a_{a} a_{v}\right]\left|\Phi_{v}\right\rangle, \tag{2.4}
\end{align*}
$$

where we define $\rho_{m a}, \rho_{m v}, \rho_{m n a b}$ and $\rho_{m n v a}$ as the single core, single valence, double core and double valence coefficients respectively. Furthermore, the labeling for the indices uses the following conventions

$$
\begin{array}{ll}
a, b, c, d, \ldots & \text { core states, } \\
v, w, \ldots & \text { valence states, } \\
m, n, o, p, \ldots & \text { excited states (including valence states), } \\
i, j, k, l, \ldots & \text { other states }
\end{array}
$$

Next we plug Eq. (2.4) to the Schrödinger equation

$$
\begin{equation*}
H\left|\Psi_{v}^{S D}\right\rangle=E\left|\Psi_{v}^{S D}\right\rangle \tag{2.5}
\end{equation*}
$$

Where we use DHF Hamiltonian in "no-pair" approximation [77]. In this approximation, contributions from the negative energy states (positron) are ignored. These states contribute to small energy corrections at the order of $\alpha^{3}$ a.u. that can be treated separately with Quantum Electrodynamics (QED). We write the Hamiltonian as $H=H_{0}+V_{I}$ with

$$
\begin{align*}
H_{0} & =\sum_{i} \epsilon_{i} a_{i}^{\dagger} a_{i},  \tag{2.6}\\
V_{I} & =\frac{1}{2} \sum_{i j k l} g_{i j k l} a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k}-\sum_{i j} U_{i j} a_{i}^{\dagger} a_{j}, \tag{2.7}
\end{align*}
$$

where $\epsilon_{i}$ is the one-electron DHF energy of state $i, g_{i j k l}$ are the two-body Coloumb matrix elements

$$
\begin{equation*}
g_{i j k l}=\int d^{3} r \int d^{3} r^{\prime} \psi_{i}^{\dagger}(\mathbf{r}) \psi_{j}^{\dagger}\left(\mathbf{r}^{\prime}\right) \frac{1}{\left|\mathbf{r}-\mathbf{r}^{\prime}\right|} \psi_{k}(\mathbf{r}) \psi_{l}\left(\mathbf{r}^{\prime}\right) \tag{2.8}
\end{equation*}
$$

and $U_{i j}$ is the core electron Hartree Fock potential

$$
\begin{equation*}
U_{i j}=\left(V_{H F}\right)_{i j}=\sum_{a}\left(g_{i a j a}-g_{i a a j}\right) . \tag{2.9}
\end{equation*}
$$

We can obtain the relations for the excitation coefficients $\rho$ and energy $E$ by identifying the following terms in the Schrödinger equation

$$
\begin{aligned}
a_{v}^{\dagger}\left|0_{C}\right\rangle & \rightarrow E, \\
a_{m}^{\dagger} a_{a} a_{v}^{\dagger}\left|0_{C}\right\rangle & \rightarrow \rho_{m a}, \\
a_{m}^{\dagger}\left|0_{C}\right\rangle & \rightarrow \rho_{m v}, \\
a_{m}^{\dagger} a_{n}^{\dagger} a_{a} a_{b} a_{v}^{\dagger}\left|0_{C}\right\rangle & \rightarrow \rho_{m n a b}, \\
a_{m}^{\dagger} a_{n}^{\dagger} a_{a}\left|0_{C}\right\rangle & \rightarrow \rho_{m n v a},
\end{aligned}
$$

so that we get a set of iterative relations for the excitation coefficients

$$
\begin{array}{r}
\left(\epsilon_{a}-\epsilon_{m}\right) \rho_{m a}=\sum_{b n} \tilde{g}_{m b a n} \rho_{n b}+\sum_{b n r} g_{m b n r} \tilde{\rho}_{n r a b}-\sum_{b c n} g_{b c a n} \tilde{\rho}_{m n b c}, \\
\left(\epsilon_{v}-\epsilon_{m}+\delta E_{v}\right) \rho_{m v}=\sum_{b n} \tilde{g}_{m b v n} \rho_{n b}+\sum_{b n r} g_{m b n r} \tilde{\rho}_{n r v b}-\sum_{b c n} g_{b c v n} \tilde{\rho}_{m n b c}, \\
\left(\epsilon_{a b}-\epsilon_{m n}\right) \rho_{m n a b}=g_{m n a b}+\sum_{c d} g_{c d a b} \rho_{m n c d}+\sum_{r s} g_{g m n r s} \rho_{r s a b} \\
+\left[\sum_{r} g_{m n r b} \rho_{r a}-\sum_{c} g_{c n a b} \rho_{m c}+\sum_{r c} \tilde{g}_{c n r b} \tilde{\rho}_{m r a c}\right]+\left[\begin{array}{c}
a \leftrightarrow b \\
m \leftrightarrow n
\end{array}\right], \\
\left(\epsilon_{v b}-\epsilon_{m n}+\delta E_{v}\right) \rho_{m n v b}=g_{m n v b}+\sum_{c d} g_{c d v b} \rho_{m n c d}+\sum_{r s} g_{m n r s} \rho_{r s v b} \\
+\left[\sum_{r} g_{m n r b} \rho_{r v}-\sum_{c} g_{c n v b} \rho_{m c}+\sum_{r c} \tilde{g}_{c n r b} \tilde{\rho}_{m r v c}\right]+\left[\begin{array}{c}
v \leftrightarrow b \\
m \leftrightarrow n
\end{array}\right], \tag{2.13}
\end{array}
$$

and core $\left(\delta E_{C}\right)$ and valence $\left(\delta E_{v}\right)$ energies

$$
\begin{align*}
\delta E & =\delta E_{C}+\delta E_{v},  \tag{2.14}\\
\delta E_{C} & =\frac{1}{2} \sum_{m n a b} g_{a b m n} \tilde{\rho}_{n m b a},  \tag{2.15}\\
\delta E_{v} & =\sum_{m a} \tilde{g}_{v a v m} \rho_{m a}+\sum_{m a b} g_{a b v m} \rho_{m v a b}+\sum_{m n a} g_{v b m n} \tilde{\rho}_{m n v b} . \tag{2.16}
\end{align*}
$$

Throughout Eqs. (2.10)-(2.16) we use the following definition to simplify the equations

$$
\begin{align*}
\tilde{g}_{i j k l} & =g_{i j k l}-g_{i j l k},  \tag{2.17}\\
\tilde{\rho}_{i j k l} & =\rho_{i j k l}-\rho_{i j l k},  \tag{2.18}\\
\epsilon_{i j} & =\epsilon_{i}+\epsilon_{j} . \tag{2.19}
\end{align*}
$$

Eqs. (2.10)-(2.16) describes the SD all-order method. These equations are to be solved iteratively where every iteration is equivalent to adding the next order of
$g_{i j k l}$ into the wavefunction $\left|\Psi_{v}\right\rangle$. Therefore, every iteration effectively includes the next order correlation function contributions to the wavefunction. Essentially we can iterate endlessly to obtain contributions of all order of perturbation or until the required accuracy has been achieved.

Finally, we would like to mention the symmetry of the double excitation coefficient $\rho_{i j k l}$. The Coulomb matrix element is symmetric under the interchange $i \leftrightarrow j$ and $k \leftrightarrow l$ (see Eq. (2.8))

$$
\begin{equation*}
g_{i j k l}=g_{j i l k} \tag{2.20}
\end{equation*}
$$

therefore from Eqs. (2.12) and (2.13), this leads to the symmetric relation for the double excitation coefficient

$$
\begin{equation*}
\rho_{i j k l}=\rho_{j i l k} \tag{2.21}
\end{equation*}
$$

### 2.1.2 The single double partial triple (SDpT) method.

A direct comparison between the energy terms obtained by the SD all-order method with third order MBPT [78] reveals that the SD energy terms are incomplete at the third order of perturbation. Two approaches have been devised to circumvent these problems, one by adding explicit third order terms [11] and another by including the partial triple excitation terms [12]. In this section, we will briefly describe both methods.

To show the incompleteness of the SD energy, we start by explicitly deriving the first two iterations of the SD excitation coefficients. In the first iteration, the excitation coefficients become

$$
\begin{align*}
\rho_{m a} & =0,  \tag{2.22}\\
\rho_{m v} & =0,  \tag{2.23}\\
\rho_{m n a b} & =\frac{g_{m n a b}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)},  \tag{2.24}\\
\rho_{m n v b} & =\frac{g_{m n v b}}{\left(\epsilon_{v b}-\epsilon_{m n}\right)} . \tag{2.25}
\end{align*}
$$

Therefore the valence energy becomes

$$
\begin{equation*}
\delta E_{v}=\sum_{m a b} \frac{\tilde{g}_{a b v m} g_{m v a b}}{\epsilon_{a b}-\epsilon_{m v}}+\sum_{m n b} \frac{\tilde{g}_{v b m n} g_{m n v b}}{\epsilon_{v b}-\epsilon_{m n}} \tag{2.26}
\end{equation*}
$$

Which is exactly the second order MBPT valence energy.
In the second iteration, we have the following equations for the excitation coefficients

$$
\begin{align*}
\rho_{m a}= & \frac{1}{\left(\epsilon_{a}-\epsilon_{m}\right)}\left[\sum_{b n r} g_{m b n r} \tilde{g}_{n r a b}-\sum_{b c n} g_{b c a n} \tilde{g}_{m n b c}\right],  \tag{2.27}\\
\rho_{m v}= & \frac{1}{\left(\epsilon_{v}-\epsilon_{m}+\delta E_{v}\right)}\left[\sum_{b n r} g_{m b n r} \tilde{g}_{n r v b}-\sum_{b c n} g_{b c v n} \tilde{g}_{m n b c}\right],  \tag{2.28}\\
\rho_{m n a b}= & \frac{1}{\left(\epsilon_{a b}-\epsilon_{m n}\right)}\left[g_{m n a b}+\sum_{c d} g_{c d a b} g_{m n c d}+\sum_{r s} g_{m n r s} g_{r s a b}\right. \\
& \left.+\sum_{r c} \tilde{g}_{c n r b} \tilde{g}_{m r a c}\right]+\left[\begin{array}{c}
a \leftrightarrow b \\
m \leftrightarrow n
\end{array}\right]+O\left(g^{3}\right),  \tag{2.29}\\
\rho_{m n v b}= & \frac{1}{\left(\epsilon_{a b}-\epsilon_{m n}+\delta E_{v}\right)}\left[\begin{array}{l}
g_{m n v b}+\sum_{c d} g_{c d v b} g_{m n c d}+\sum_{r s} g_{m n r s} g_{r s v b} \\
\\
\end{array}+\sum_{r c} \tilde{g}_{c n r b} \tilde{g}_{m r v c}\right]+\left[\begin{array}{c}
v \leftrightarrow b \\
m \leftrightarrow n
\end{array}\right]+O\left(g^{3}\right),
\end{align*}
$$

where $O\left(g^{3}\right)$ is the terms that contain the third order of $g_{i j k l}$. Using these, the valence energy will now include the energy in the second, third and fourth order of $g$. The
valence energy terms that contains the third order are given by

$$
\begin{align*}
\delta E_{v}^{(3)}= & \sum_{m a b c d} \frac{\tilde{g}_{a b v m} g_{c d a b} g_{m v c d}}{\left(\epsilon_{a b}-\epsilon_{v m}\right)\left(\epsilon_{c d}-\epsilon_{m v}\right)}+\sum_{m a b r s} \frac{\tilde{g}_{a b v m} g_{m v r s} g_{r s a b}}{\left(\epsilon_{a b}-\epsilon_{v m}\right)\left(\epsilon_{a b}-\epsilon_{r s}\right)} \\
& +\sum_{m a b c r} \frac{\tilde{g}_{a b v m} \tilde{g}_{c v r b} \tilde{g}_{m r a c}}{\left(\epsilon_{a b}-\epsilon_{v m}\right)\left(\epsilon_{a c}-\epsilon_{m r}\right)}+\sum_{m a b c r} \frac{\tilde{g}_{a b v m} \tilde{g}_{c m r a} \tilde{g}_{v r b c}}{\left(\epsilon_{a b}-\epsilon_{v m}\right)\left(\epsilon_{b c}-\epsilon_{v r}\right)} \\
& +\sum_{m a b n r} \frac{\tilde{g}_{v a v m} g_{m b n r} \tilde{g}_{n r a b}}{\left(\epsilon_{a}-\epsilon_{m}\right)\left(\epsilon_{a b}-\epsilon_{n r}\right)}+\sum_{m a b c n} \frac{\tilde{g}_{v a v m} g_{b c a n} \tilde{g}_{m n b c}}{\left(\epsilon_{a}-\epsilon_{m}\right)\left(\epsilon_{b c}-\epsilon_{m n}\right)} \\
& +\sum_{m n b c d} \frac{\tilde{g}_{v b m n} g_{c d v b} g_{m n c d}}{\left(\epsilon_{v b}-\epsilon_{m n}\right)\left(\epsilon_{c d}-\epsilon_{m n}\right)}+\sum_{m n b r s} \frac{\tilde{g}_{v b m n} g_{m n r s} g_{r s v b}}{\left(\epsilon_{v b}-\epsilon_{m n}\right)\left(\epsilon_{v b}-\epsilon_{r s}\right)} \\
& +\sum_{m n b r c} \frac{\tilde{g}_{v b m n} \tilde{g}_{c n r b} \tilde{g}_{m r v c}}{\left(\epsilon_{v b}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m r}\right)}+\sum_{m n b r c} \frac{\tilde{g}_{v b m n} \tilde{g}_{c m r v} \tilde{g}_{n r b c}}{\left(\epsilon_{v b}-\epsilon_{m n}\right)\left(\epsilon_{b c}-\epsilon_{n r}\right)} . \tag{2.31}
\end{align*}
$$

Comparing these terms with the third order MBPT energy [11], we found that the following set of terms are missing from the SD all order third order energy

$$
\begin{align*}
\delta E_{v \text { extra }}^{(3)}= & \sum_{m n a b c} \frac{\tilde{g}_{a b m n} \tilde{g}_{c m a v} \tilde{g}_{n v b c}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b c}-\epsilon_{n v}\right)}+\sum_{m n a b s} \frac{\tilde{g}_{a b m n} \tilde{g}_{n v a s} \tilde{g}_{m s v b}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{v b}-\epsilon_{m s}\right)} \\
& +\sum_{m n a b c} \frac{g_{a b m n} \tilde{g}_{c v b v} \tilde{g}_{m n c a}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{c a}-\epsilon_{m n}\right)}+\sum_{m n a b s} \frac{g_{a b m n} \tilde{g}_{m v s v} \tilde{g}_{n s b a}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{a b}-\epsilon_{n s}\right)} \\
& +\sum_{m n a b c} \frac{g_{a b m n} \tilde{g}_{c v b v} \tilde{g}_{m n c a}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{c a}-\epsilon_{m n}\right)}+\sum_{m n a b s} \frac{g_{a b m n} \tilde{g}_{m v s v} \tilde{g}_{n s b a}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{a b}-\epsilon_{n s}\right)} \\
& +\sum_{m n a b s} \frac{g_{a b m n} \tilde{g}_{m n v s} g_{v s b a}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{a b}-\epsilon_{v s}\right)}+\sum_{m n a b c} \frac{g_{a b m n} \tilde{g}_{c v b a} g_{m n v c}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m n}\right)} \\
& +\sum_{m n a b c} \frac{g_{a b m n} \tilde{g}_{c m a b} \tilde{g}_{v n v c}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{c}-\epsilon_{n}\right)}+\sum_{m n a b s} \frac{g_{a b m n} \tilde{g}_{m n a s} \tilde{g}_{v s v b}}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b}-\epsilon_{s}\right)}, \tag{2.32}
\end{align*}
$$

Therefore the SD third order energy is not complete.
To make the energy from the SD all-order complete, we can manually add the missing terms from Eq. (2.32) to the total energy so that $\delta E_{S D}^{(3)}=\delta E_{v}^{(3)}+\delta E_{v \text { extra }}^{(3)}$. An alternative way to solve this problem can be done by adding the triple excitation
terms to the wavefunction $\left|\Psi_{v}\right\rangle$

$$
\begin{align*}
\left|\Psi_{v}\right\rangle= & \left|\Psi_{v}^{S D}\right\rangle+\left[\frac{1}{6} \sum_{m n r a b} \rho_{m n r v a b} a_{m}^{\dagger} a_{n}^{\dagger} a_{r}^{\dagger} a_{b} a_{a} a_{v}\right. \\
& \left.+\frac{1}{18} \sum_{m n r a b c} \rho_{m n r a b c} a_{m}^{\dagger} a_{n}^{\dagger} a_{r}^{\dagger} a_{c} a_{a} b_{a}\right]\left|\Phi_{v}\right\rangle . \tag{2.33}
\end{align*}
$$

Inserting Eq. (2.33) to the Schrödinger equation using the same the Hamiltonian as we did in the previous section and then identify the following terms with the operators

$$
\begin{align*}
a_{m}^{\dagger} a_{n}^{\dagger} a_{r}^{\dagger} a_{a} a_{b} a_{c} a_{v}^{\dagger}\left|0_{C}\right\rangle & \rightarrow \rho_{\text {mnrabc }},  \tag{2.34}\\
a_{m}^{\dagger} a_{n}^{\dagger} a_{m}^{\dagger} a_{a} a_{b}\left|0_{C}\right\rangle & \rightarrow \rho_{\text {mnrvab }}, \tag{2.35}
\end{align*}
$$

yields the iterative equations for the triple excitation coefficients

$$
\begin{array}{r}
\left(\epsilon_{a}+\epsilon_{b}+\epsilon_{c}-\epsilon_{m}-\epsilon_{n}-\epsilon_{r}\right) \rho_{m n r a b c}= \\
\sum_{\substack{123=\{m r\} \\
1^{\prime} 2^{\prime} 3^{\prime}=\{a b c\}}} \frac{1}{2}\left(\frac{1}{2} g_{121^{\prime} 2^{\prime}} \rho_{33^{\prime}}-\sum_{d} g_{1 d 1^{\prime} 2^{\prime} \prime} \rho_{23 d 3^{\prime}}+\sum_{s} g_{\left.23 s 3^{\prime} \rho_{1 s 1^{\prime} 2^{\prime}}\right)}\right) \\
+O\left(\rho_{i j k i^{\prime} j^{\prime} k^{\prime} k^{\prime}}\right) \\
\left(\epsilon_{a}+\epsilon_{b}+\epsilon_{v}-\epsilon_{m}-\epsilon_{n}-\epsilon_{r}+\delta E_{v}\right) \rho_{m n r v a b}= \\
\sum_{\substack{123=\{m n r\} \\
1^{\prime} 2^{\prime} 3^{\prime}=\{v a b\}}} \frac{1}{2}\left(\frac{1}{2} g_{121^{\prime} 2^{\prime} \rho_{3}} \rho_{33^{\prime}}-\sum_{d} g_{\left.1 c 1^{\prime} 2^{\prime} \rho_{23 c 3^{\prime}}+\sum_{s} g_{23 s 3^{\prime}} \rho_{1 s 1^{\prime} 2^{\prime}}\right)}+O\left(\rho_{i j k k^{\prime} j^{\prime} k^{\prime} k^{\prime}}\right)\right.
\end{array}
$$

where the second terms in both equations refer to the terms containing triple excitation terms $\rho_{i j k l m n}$. The notation in the summation $123=\{i j k\}$ means that the index 123 range over the permutation of index $i j k$ with positive (negative) sign for even (odd) permutation. With the inclusion of triple excitation terms, the all-order equations
become

$$
\begin{align*}
\delta E_{v}= & (S D)+\sum_{m n a b} g_{a b m n} \rho_{m n v v a b},  \tag{2.38}\\
\left(\epsilon_{a}-\epsilon_{m}\right) \rho_{m a}= & (S D)+\sum_{n r b c} g_{b c n r} \rho_{m n r a b c},  \tag{2.39}\\
\left(\epsilon_{v}-\epsilon_{m}+\delta E_{v}\right) \rho_{m v}= & (S D)+\sum_{n r a b} g_{a b n r} \rho_{m n r v a b},  \tag{2.40}\\
\left(\epsilon_{a}+\epsilon_{b}-\epsilon_{m}-\epsilon_{n}\right) \rho_{m n a b}= & (S D)-\sum_{r c d} g_{c d a r} \rho_{m n r b d c}-\sum_{r c d} g_{c d b r} \rho_{n m r a d c} \\
& -\sum_{r s c} g_{c m r s} \rho_{s n r b a c}-\sum_{r s c} g_{c n r s} \rho_{s m r a b c},  \tag{2.41}\\
\left(\epsilon_{a}+\epsilon_{v}-\epsilon_{m}-\epsilon_{n}+\delta E_{v}\right) \rho_{m n v a}= & (S D)+\sum_{r c b} g_{b c a r} \rho_{m n r v c b}+\sum_{r c} g_{b c v r} \rho_{m n r a b c} \\
& +\sum_{r s b} g_{b m r s} \rho_{s r n v b a}+\sum_{r s b} g_{b n r s} \rho_{s r m v a b} . \tag{2.42}
\end{align*}
$$

It has been shown in [12] that to include the whole third order terms, only the changes in $\delta E_{v}$ and $\rho_{m v}$ due to triple excitation addition are necessary. Thus, for the present work we ignore the changes in the other coefficients $\rho_{m a}, \rho_{m n a b}$ and $\rho_{\text {mnva }}$. Plugging the triple excitation terms from Eqs. (2.36) and (2.37) into Eqs. (2.38) and (2.40) and removing the relatively small terms with the power of $g$ greater than three we obtain

$$
\left.\begin{array}{rl}
\delta E_{v} \approx & \sum_{m a} \tilde{g}_{v a v m} \rho_{m a}+ \\
+\sum_{m a b} g_{a b v m} \tilde{\rho}_{m v a b}+\sum_{m n b} g_{v b m n} \tilde{\rho}_{m n v b} \\
+\sum_{m n a b} \frac{\tilde{g}_{a b m n}}{\epsilon_{a b}-\epsilon_{m n}}\left\{\begin{array}{l}
\sum_{c} \tilde{g}_{c m a v} \tilde{\rho}_{n v b c}+\sum_{s} \tilde{g}_{n v a s} \tilde{\rho}_{m s v b}+\sum_{c} \tilde{g}_{c v b v} \rho_{m n c a} \\
\\
\\
\quad+\sum_{s} \tilde{g}_{m v s v} \rho_{n s b a}+\sum_{c} g_{c m a b} \tilde{\rho}_{v n v c}+\sum_{s} g_{m n a s} \tilde{\rho}_{v s v b}
\end{array}\right. \\
\left.\quad+\sum_{s} g_{m n v s} \rho_{v s b a}+\sum_{c} g_{c v b a} \rho_{m n v c}\right\},
\end{array}\right\} \begin{aligned}
&\left(\epsilon_{v}-\epsilon_{m}+\delta E_{v}\right) \rho_{m v} \approx \sum_{b n} \tilde{g}_{m b v n} \rho_{n b}+\sum_{b n r} g_{m b n r} \tilde{\rho}_{n r v b}-\sum_{b c n} g_{b c v n} \tilde{\rho}_{m n b c}  \tag{2.43}\\
&-\sum_{n r a b} \frac{\tilde{g}_{a b n r}}{\epsilon_{a b}-\epsilon_{n r}}\left\{\begin{array}{l}
\sum_{c} \tilde{g}_{n c v a} \tilde{\rho}_{r m c b}-\sum_{s} \tilde{g}_{r m s a} \tilde{\rho}_{s n v b}+\sum_{c} \tilde{g}_{m c v a} \rho_{n r c b} \\
\\
\\
-\sum_{s} \tilde{g}_{r m s v} \rho_{n s a b}+\sum_{c} g_{n c a b} \tilde{\rho}_{r m c v}-\sum_{s} g_{n r s a} \tilde{\rho}_{s m v b}
\end{array}\right.
\end{aligned}
$$

$$
\begin{equation*}
\left.-\sum_{s} g_{n r s v} \rho_{m s a b}+\sum_{c} g_{m c a b} \rho_{n r c v}\right\} \tag{2.44}
\end{equation*}
$$

These are the single double partial triple ( SDpT ) equations. With these equations, the third order energy of the MBPT is recovered after one iteration.

### 2.1.3 Transition matrix element

In the second quantization formalism, the matrix elements are obtained using the one- and two-body operator applied to the wavefunction. The one-body operator is used to calculate most of the matrix elements such as the radiative transition matrix element, and the two-body operator is used to calculate the two-body part of the specific mass shift matrix element. The calculation method for one-body matrix elements in all-order formalism has been developed in [2]. In this work, we developed the calculation method for two-body matrix elements in all-order formalism for the first time.

In this section, we will derive the one- and two-body operators in the SD formalism. For simplicity, we only show the general form of the operators. The reduced forms after the angular reduction are given in Appendix B.

### 2.1.3.1 The one-body operator

In general, the one-body operator $Z$ can be expressed using the ladder operator as

$$
\begin{equation*}
Z=\sum_{i j} z_{i j}: a_{i}^{\dagger} a_{j}: \tag{2.45}
\end{equation*}
$$

where $z_{i j}$ is the matrix element of the corresponding $Z$ operator between one particle wavefunction $z_{i j}=\langle j| Z|i\rangle$. The product of operators inside the two colons indicates the normal ordering of the operator [79].

Subsequently, the matrix element between SD wavefunction $\Psi_{v}$ and $\Psi_{w}$ is given by

$$
\begin{equation*}
Z_{w v}=\frac{\left\langle\Psi_{w}\right| Z\left|\Psi_{v}\right\rangle}{\sqrt{\left\langle\Psi_{v} \mid \Psi_{v}\right\rangle\left\langle\Psi_{w} \mid \Psi_{w}\right\rangle}}, \tag{2.46}
\end{equation*}
$$

The terms inside the brackets in Eq. (2.46) can be simplified by using the Wick's theorem [79]. We group the terms in the brackets using the following designation

$$
\begin{align*}
\left\langle\Psi_{w}\right| Z\left|\Psi_{v}\right\rangle & =\delta_{w v} Z_{0}+Z_{\mathrm{val}}+Z_{\mathrm{ad}}  \tag{2.47}\\
\left\langle\Psi_{v} \mid \Psi_{v}\right\rangle & =1+N_{C}+N_{v} \tag{2.48}
\end{align*}
$$

In Eqs. (2.47) and (2.48), $N_{C}$ and $Z_{0}$ contain the core contribution terms; $N_{v}$ and $Z_{\text {val }}$ contain the valence contribution terms; $Z_{\text {ad }}$ contains the additional terms. Those terms are given by

$$
\begin{align*}
N_{C}= & \sum_{m a} \rho_{m a}^{*} \rho_{m a}+\frac{1}{2} \sum_{m n a b} \tilde{\rho}_{m n a b}^{*} \rho_{n m b a},  \tag{2.49}\\
N_{v}= & \sum_{m} \rho_{m v}^{*} \rho_{m v}-\sum_{a} \rho_{v a}^{*} \rho_{v a}+\sum_{m a} \rho_{m a}^{*} \tilde{\rho}_{v m v a} \\
& +\sum_{m a} \tilde{\rho}_{v m v a}^{*} \rho_{m a}+\sum_{m a b} \rho_{v m a b}^{*} \tilde{\rho}_{v m b a}-\sum_{m n a} \rho_{m n v a}^{*} \tilde{\rho}_{n m v a},  \tag{2.50}\\
Z_{0}= & \sum_{m a} z_{a m} \rho_{m a}+\sum_{m a} z_{m a} \rho_{m a}^{*}+\sum_{m n a b c} z_{a b} \rho_{m n b c}^{*} \tilde{\rho}_{n m a c}-\sum_{m n r a b} z_{m n} \rho_{r m a b}^{*} \tilde{\rho}_{r n b a} \\
& -\sum_{m a b} z_{a b} \rho_{m b}^{*} \rho_{m a}+\sum_{m n a} z_{m n} \rho_{m a}^{*} \rho_{n a}-\sum_{m n a b} z_{a m} \rho_{n b}^{*} \tilde{\rho}_{n m a b}-\sum_{m n a b} z_{m a} \tilde{\rho}_{n m a b}^{*} \rho_{n b},  \tag{2.51}\\
Z_{a d}= & z_{w v} \times N_{C}+\sum_{m a} z_{m a} \rho_{m a}^{*} \rho_{w v}+\sum_{m a} z_{a m} \rho_{v w}^{*} \rho_{m a},  \tag{2.52}\\
& Z_{\mathrm{val}}=z_{w v}+Z^{(a)}+\cdots+Z^{(t)}, \tag{2.53}
\end{align*}
$$

where

$$
\begin{align*}
Z^{(a)} & =\sum_{m a} z_{a m} \tilde{\rho}_{w m v a}+\sum_{m a} z_{m a} \tilde{\rho}_{v m w a}^{*}  \tag{2.54}\\
Z^{(b)} & =-\sum_{a} z_{a v} \rho_{w a}-\sum_{a} z_{w a} \rho_{v a}^{*}  \tag{2.55}\\
Z^{(c)} & =\sum_{m} z_{w m} \rho_{m v}+\sum_{m} z_{m v} \rho_{m w}^{*}  \tag{2.56}\\
Z^{(d)} & =\sum_{m n}^{m} z_{m n} \rho_{m w}^{*} \rho_{n v}  \tag{2.57}\\
Z^{(e)} & =\sum_{a b} z_{a b} \rho_{v b}^{*} \rho_{w a} \tag{2.58}
\end{align*}
$$

$$
\begin{align*}
Z^{(f)} & =-\sum_{m a} z_{a v} \rho_{m w}^{*} \rho_{m a}-\sum_{m a} z_{w a} \rho_{m a}^{*} \rho_{m v},  \tag{2.59}\\
Z^{(g)} & =-\sum_{m a} z_{m v} \rho_{m a}^{*} \rho_{w a}-\sum_{m a} z_{w m} \rho_{v a}^{*} \rho_{m a},  \tag{2.60}\\
Z^{(h)} & =\sum_{m n a} z_{a m} \rho_{n w}^{*} \tilde{\rho}_{n m v a}+\sum_{m n a}^{m} z_{m a} \tilde{\rho}_{n m w a}^{*} \rho_{n v},  \tag{2.61}\\
Z^{(i)} & =\sum_{m n a}^{m} z_{m n} \rho_{m a}^{*} \tilde{\rho}_{w n v a}+\sum_{m n a} z_{m n} \tilde{\rho}_{v m w a}^{*} \rho_{n a},  \tag{2.62}\\
Z^{(j)} & =-\sum_{m a b} z_{a b} \rho_{m b}^{*} \tilde{\rho}_{w m v a}-\sum_{m a b} z_{a b} \tilde{\rho}_{v m w b}^{*} \rho_{m a},  \tag{2.63}\\
Z^{(k)} & =\sum_{m a b} z_{a m} \rho_{v b}^{*} \tilde{\rho}_{w m a b}+\sum_{m a b} z_{m a} \tilde{\rho}_{v m a b}^{*} \rho_{w b},  \tag{2.64}\\
Z^{(l)} & =-\sum_{m a b} z_{a v} \rho_{m b}^{*} \tilde{\rho}_{w m a b}-\sum_{m a b} z_{w a} \tilde{\rho}_{v m a b}^{*} \rho_{m b},  \tag{2.65}\\
Z^{(m)} & =-\sum_{m n a} z_{m v} \tilde{\rho}_{n m w a}^{*} \rho_{n a}-\sum_{m n a} z_{w m} \rho_{n a}^{*} \tilde{\rho}_{n m v a}  \tag{2.66}\\
Z^{(n)} & =\sum_{m n a b} z_{a b} \rho_{m n w b}^{*} \tilde{\rho}_{n m v a},  \tag{2.67}\\
Z^{(o)} & =\sum_{m a b c} z_{a b} \tilde{\rho}_{v m b c}^{*} \tilde{\rho}_{w m a c},  \tag{2.68}\\
Z^{(p)} & =\sum_{m n r a} z_{m n} \tilde{\rho}_{r m w a}^{*} \tilde{\rho}_{r n v a},  \tag{2.69}\\
Z^{(q)} & =\sum_{m n a b} z_{m n} \rho_{v m a b}^{*} \tilde{\rho}_{w n b a},  \tag{2.70}\\
Z^{(r)} & =-\sum_{m n a b} z_{a m} \tilde{\rho}_{v n w b}^{*} \tilde{\rho}_{n m a b}-\sum_{m n a b} z_{m a} \tilde{\rho}_{n m a b}^{*} \tilde{\rho}_{w n v b},  \tag{2.71}\\
Z^{(s)} & =\sum_{m n a b} z_{a v} \rho_{m n w b}^{*} \tilde{\rho}_{n m a b}+\sum_{m n a b} z_{w a} \rho_{m n a b}^{*} \tilde{\rho}_{n m v b},  \tag{2.72}\\
Z^{(t)} & =-\sum_{m n a b} z_{m v} \rho_{n m a b}^{*} \tilde{\rho}_{w n b a}-\sum_{m n a b} z_{w m} \rho_{v n a b}^{*} \tilde{\rho}_{n m b a} \tag{2.73}
\end{align*}
$$

Within this work, we are only interested in the nonscalar one-body operator. For such case of an operator, it has been shown [2] that the core contribution and disconnected diagrams vanish. Therefore the one-body operator reduces to

$$
\begin{equation*}
Z_{w v}=\frac{z_{w v}+Z_{\mathrm{val}}}{\sqrt{\left(1+N_{v}\right)\left(1+N_{w}\right)}} \tag{2.74}
\end{equation*}
$$

### 2.1.3.2 The two-body operator

In general, the two-body matrix element $P$ can be expressed using the ladder operator as the sum of one-body operator $S$ and two-body operator $T$

$$
\begin{equation*}
P=S+T \tag{2.75}
\end{equation*}
$$

where

$$
\begin{align*}
S & =\frac{1}{2} \sum_{i j} t_{i j}: a_{i}^{\dagger} a_{j}:  \tag{2.76}\\
T & =\frac{1}{2} \sum_{i j k l} t_{i j k l}: a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k}: \tag{2.77}
\end{align*}
$$

The treatment of the one-body part is the same as we have done in the previous section. The two-body operator will be used in this work to calculate the specific mass shift [80] term which is a diagonal matrix element. In the diagonal case, the matrix element for operator $T$ is given by

$$
\begin{equation*}
\left\langle\Psi_{v}\right| T\left|\Psi_{v}\right\rangle=T_{0}+T_{\mathrm{val}}, \tag{2.78}
\end{equation*}
$$

where we used similar designation as in the previous section for the terms on the right side. The $T_{0}$ contains the core contribution and $T_{\text {val }}$ contains the valence contribution. After simplifying with the Wick's theorem [79] we have

$$
\begin{align*}
T_{0} & =T_{0}^{(a)}+\cdots+T_{0}^{(e)}  \tag{2.79}\\
T_{\mathrm{val}} & =T^{(a)}+\cdots+T^{(y)} \tag{2.80}
\end{align*}
$$

where

$$
\begin{align*}
T_{0}^{(a)} & =\frac{1}{2} t_{a b m n} \tilde{\rho}_{n m b a}+\frac{1}{2} t_{m n a b} \tilde{\rho}_{n m b a}^{*}  \tag{2.81}\\
T_{0}^{(b)} & =-\frac{1}{2} \tilde{t}_{a b m c} \rho_{n c}^{*} \tilde{\rho}_{n m b a}-\frac{1}{2} \tilde{t}_{m a b c} \tilde{\rho}_{n m c b}^{*} \rho_{n a}  \tag{2.82}\\
T_{0}^{(c)} & =\frac{1}{2} \tilde{t}_{m a n r} \rho_{m b}^{*} \tilde{\rho}_{r n a b}+\frac{1}{2} \tilde{t}_{m n r a} \tilde{\rho}_{n m a b}^{*} \rho_{r b}  \tag{2.83}\\
T_{0}^{(d)} & =-\frac{1}{2} \tilde{t}_{m a n b} \rho_{m b}^{*} \rho_{n a}+\frac{1}{2} t_{m n a b} \tilde{\rho}_{n m b a}^{*}  \tag{2.84}\\
T_{0}^{(e)} & =-\frac{1}{4} t_{a b c c} \tilde{\rho}_{m n d c}^{*} \tilde{\rho}_{n m b a}-\tilde{t}_{m a n b} \tilde{\rho}_{r m b c}^{*} \tilde{\rho}_{r n a c} \tag{2.85}
\end{align*}
$$

and

$$
\begin{align*}
T^{(a)} & =2 \tilde{t}_{v a v m} \rho_{m a}  \tag{2.86}\\
T^{(b)} & =-2 t_{a b v m} \tilde{\rho}_{m v b a}  \tag{2.87}\\
T^{(c)} & =2 t_{a v m n} \tilde{\rho}_{n m v a}  \tag{2.88}\\
T^{(d)} & =2 \tilde{t}_{v a m b} \rho_{v b}^{*} \rho_{m a}  \tag{2.89}\\
T^{(e)} & =2 \tilde{t}_{v m n a} \rho_{m a}^{*} \rho_{n v}  \tag{2.90}\\
T^{(f)} & =-\tilde{t}_{v a v b} \rho_{m b}^{*} \rho_{m a}+\tilde{t}_{v m v n} \rho_{m a}^{*} \rho_{n a}  \tag{2.91}\\
T^{(g)} & =2 \tilde{t}_{\text {mavn }} \rho_{m b}^{*} \tilde{\rho}_{v n a b}  \tag{2.92}\\
T^{(h)} & =2 t_{a b v c} \rho_{m c}^{*} \tilde{\rho}_{m v b a}  \tag{2.93}\\
T^{(i)} & =2 t_{a b m c} \rho_{v c}^{*} \tilde{\rho}_{v m b a}  \tag{2.94}\\
T^{(j)} & =-2 \tilde{t}_{v a v m} \rho_{n b}^{*} \tilde{\rho}_{n m a b}  \tag{2.95}\\
T^{(k)} & =-2 t_{v a m n} \rho_{v b}^{*} \tilde{\rho}_{n m a b}  \tag{2.96}\\
T^{(l)} & =2 \tilde{t}_{v a m b} \rho_{n b}^{*} \tilde{\rho}_{n m v a}  \tag{2.97}\\
T^{(m)} & =-2 \tilde{t}_{m a n b} \rho_{m b}^{*} \tilde{\rho}_{v n v a}  \tag{2.98}\\
T^{(n)} & =2 t_{m v r n} \rho_{m a}^{*} \tilde{\rho}_{n r v a}  \tag{2.99}\\
T^{(o)} & =-2 t_{v m a b} \tilde{\rho}_{m n b a}^{*} \rho_{n v}  \tag{2.100}\\
T^{(p)} & =2 t_{a m n r} \rho_{m v}^{*} \tilde{\rho}_{r n v a}  \tag{2.101}\\
T^{(q)} & =-2 \tilde{t}_{v a m b} \tilde{\rho}_{v n b c}^{*} \tilde{\rho}_{n m a c}  \tag{2.102}\\
T^{(r)} & =-2 t_{v m n r} \rho_{v m a b}^{*} \tilde{\rho}_{r n b a}  \tag{2.103}\\
T^{(s)} & =2 t_{v a b c} \rho_{m n c b}^{*} \tilde{\rho}_{n m v a}  \tag{2.104}\\
T^{(t)} & =-2 t_{m a b c} \tilde{\rho}_{n m c b}^{*} \tilde{\rho}_{v n v a}  \tag{2.105}\\
T^{(u)} & =2 \tilde{t}_{v m n a} \tilde{\rho}_{r m a b}^{*} \tilde{\rho}_{r n v b}  \tag{2.106}\\
T^{(v)} & =2 t_{m n r a} \tilde{\rho}_{n m a b}^{*} \tilde{\rho}_{v r v b}  \tag{2.107}\\
T^{(w)} & =\tilde{t}_{\text {manb }} \tilde{\rho}_{v m b c}^{*} \tilde{\rho}_{v n a c}-\tilde{t}_{m a n b} \tilde{\rho}_{r m v b}^{*} \tilde{\rho}_{r n v a}  \tag{2.108}\\
T^{(x)} & =-\frac{1}{2} t_{a b c d} \tilde{\rho}_{v m d c}^{*} \tilde{\rho}_{v m b a}+\frac{1}{2} t_{m n r s} \tilde{\rho}_{n m v a}^{*} \tilde{\rho}_{s r v a}+
\end{align*}
$$

$$
\begin{equation*}
\frac{1}{2} \tilde{t}_{v a v b} \tilde{\rho}_{\text {mnbc }}^{*} \tilde{\rho}_{\text {nmac }} \tag{2.109}
\end{equation*}
$$

Eq. (2.86)-(2.109) are the complete two body terms of the SD all-order formalism.

### 2.2 Methods for divalent system

The SD and SDpT methods that we have described in the previous sections are only applicable for single valence electron systems. A method was developed in [4, 81] where the combination of configuration interaction (CI) [9] with MBPT is applied to calculate the energy of a multivalence system. In this method, the CI is used to account for the valence-valence electrons correlations while the MBPT is used to account for the core-core and core-valence electrons correlations. We will briefly describe the CI + MBPT method in this section.

### 2.2.1 CI+MBPT method

We assume that the electrons in the atom can be divided into two groups, the valence and core electrons. The number of electrons in the core, $N_{\text {core }}$, is chosen such that the valence and core electrons energies are well separated. For example, For Sr (38 electrons) we can choose $N_{\text {core }}=36$ with two valence electrons. Next, we divide the atom many-electron Hilbert space into two subspaces, $P$ and $Q$. The subspace $P$ contains the states where all the core electron states are filled and the subspace $Q$ contains the rest of the states. From the completeness relation we have

$$
\begin{equation*}
\mathcal{P}+\mathcal{Q}=1 \tag{2.110}
\end{equation*}
$$

where $\mathcal{P}$ and $\mathcal{Q}$ are the projection operator to the subspace $P$ and $Q$ respectively.
In general, the subspace $P$ has infinite dimensions so using it in calculations is impractical. We can, however, approximate it by defining a large enough configuration $I$, which is a subset of $P$, such that most of the low-lying states of $P$ are contained in $I$. In this approximation, the wavefunction of the system can be expressed as a linear combination of this configuration

$$
\begin{equation*}
\psi=\sum_{I \in P^{\mathrm{CI}}} C_{I}|I\rangle . \tag{2.111}
\end{equation*}
$$

Putting this wavefunction to the Schrödinger equation we obtain an eigenvalue problem

$$
\begin{equation*}
\sum_{J \in P^{\mathrm{CI}}} H_{I J} C_{J}=E C_{I} . \tag{2.112}
\end{equation*}
$$

Therefore the Hamiltonian of the configuration space $H_{\mathrm{CI}}$ is a crucial part in obtaining the energy matrix.

The configuration Hamiltonian can be obtained by projecting the exact Hamiltonian $\mathcal{H}$ onto the configuration subspace

$$
\begin{equation*}
\mathcal{H}^{\mathrm{CI}}=\mathcal{P}^{\mathrm{CI}} \mathcal{H} \mathcal{P}^{\mathrm{CI}} . \tag{2.113}
\end{equation*}
$$

We now assume that the configuration $I$ can be made such that the Schrödinger equation solution from it can be obtained within the required accuracy. Henceforth, we are not going to explicitly put the label "CI" so that $\mathcal{P}^{\mathrm{CI}}$ is now written as $\mathcal{P}$.

The projected Hamiltonian is given by

$$
\begin{equation*}
\mathcal{P H} \mathcal{P}=E_{\text {core }}+\sum_{i>N_{\text {core }}} h_{i}^{\mathrm{CI}}+\sum_{j>i>N_{\text {core }}} \frac{1}{r_{i j}} \tag{2.114}
\end{equation*}
$$

where $E_{\text {core }}$ is the core electrons energy which includes the kinetic energy, the nucleuscore Coulomb interactions, and the core-core Coulomb interactions. The $h_{i}^{\mathrm{CI}}$ is the one body operator for the valence electrons which includes the kinetic terms, the nucleusvalence Coulomb interactions, and the core-valence Coulomb interactions. The last term is the Coulomb interaction between the valence electrons.

From Eq. (2.110) we can write Eq. (2.113) as

$$
\begin{equation*}
\mathcal{H}=\mathcal{P H P}+\mathcal{P H} \mathcal{Q}+\mathcal{Q H P}+\mathcal{Q H} \mathcal{Q} \tag{2.115}
\end{equation*}
$$

and the exact wavefunction $\Psi$ as

$$
\begin{equation*}
\Psi=P \Psi+Q \Psi=\Phi+\chi \tag{2.116}
\end{equation*}
$$

The Schrodinger equation

$$
\begin{equation*}
\mathcal{H} \Psi=E \Psi \tag{2.117}
\end{equation*}
$$

now becomes two equations of two functions $\Phi$ and $\chi$

$$
\begin{align*}
& (\mathcal{P H P}) \Phi+(\mathcal{P H \mathcal { H }}) \chi=E \Phi  \tag{2.118}\\
& (\mathcal{Q H \mathcal { Q }}) \chi+(\mathcal{Q H P}) \Phi=E \chi . \tag{2.119}
\end{align*}
$$

Next, we define the Green function

$$
\begin{equation*}
\mathcal{R}_{\mathcal{Q}}(E)=(E-\mathcal{Q H} \mathcal{Q})^{-1} \tag{2.120}
\end{equation*}
$$

so that Eq. (2.119) can be written as

$$
\begin{equation*}
\chi=\mathcal{R}_{\mathcal{Q}}(E)(\mathcal{Q H} \mathcal{P}) \Phi \tag{2.121}
\end{equation*}
$$

Using Eq. (2.121) we can then write Eq. (2.118) as

$$
\begin{equation*}
(\mathcal{P H \mathcal { P }}+\Sigma(E)) \Phi=E \Phi, \tag{2.122}
\end{equation*}
$$

where

$$
\begin{equation*}
\Sigma(E)=(\mathcal{P H} \mathcal{Q}) \mathcal{R}_{\mathcal{Q}}(E)(\mathcal{Q H \mathcal { P }}) \tag{2.123}
\end{equation*}
$$

Eq. (2.122) is the CI+MBPT equation. After the CI diagonalization, the first term of the equation will account for the valence-valence correlation (see Eq. (2.114)). The second term, $\Sigma(E)$, essentially connects the space $\mathcal{P}$ (all core electrons in ground state) and $\mathcal{Q}$ (at least one core electron is excited) thus it accounts for the core-valence and core-core correlations. In this formulation, the first term is considered as the unperturbed Hamiltonian, it is evaluated using CI while the second term is evaluated with MBPT. Finally, since $\Sigma(E)$ is a function of the energy, it is necessary to solve the equation by iteration.

We will now explicitly derive $\Sigma(E)$ using the perturbation formalism. The starting approximation will be the Dirac-Fock Hamiltonian as the unperturbed Hamiltonian. The number of electrons in the averaged potential used in the self-consistency procedure $N_{\mathrm{DF}}$ can be varied with the condition $N<N_{\mathrm{DF}}<N_{\text {core }}$. In the simplest approximation, we can choose $N_{\mathrm{DF}}=N_{\text {core }}$ which is the approximation used throughout this work.

We define the one-electron unperturbed Dirac-Fock Hamiltonian $h_{\text {DF }}$

$$
\begin{equation*}
h_{0} \equiv h_{\mathrm{DF}}=c \alpha \times \mathbf{p}+(\beta-1) m c^{2}-\frac{Z}{r}+V_{\mathrm{DF}}^{N}, \tag{2.124}
\end{equation*}
$$

such that

$$
\begin{equation*}
h_{\mathrm{DF}} a_{i}^{\dagger}|0\rangle=\epsilon_{i} a_{i}^{\dagger}|0\rangle \tag{2.125}
\end{equation*}
$$

where $\epsilon_{i}$ is the Dirac-Fock energy of orbital $i$. The potential $V_{D F}^{N}$ is chosen to approximate the average repulsion from all the core electrons [6], it is solved self-consistently. The many-electron the Dirac-Fock Hamiltonian can be written as

$$
\begin{equation*}
\mathcal{H}_{\mathrm{DF}}=E_{\text {core }}-\sum_{a} \epsilon_{a} a_{a}^{\dagger} a_{a}+\sum_{m} \epsilon_{m} a_{m}^{\dagger} a_{m} \equiv E_{\text {core }}+\tilde{\mathcal{H}}_{\mathrm{DF}} \tag{2.126}
\end{equation*}
$$

where $E_{\text {core }}$ is the matrix element of the exact energy of the core electrons

$$
\begin{align*}
E_{\text {core }} & =\left\langle\Psi_{\text {core }}\right| \mathcal{H}\left|\Psi_{\text {core }}\right\rangle  \tag{2.127}\\
\Psi_{\text {core }} & =a_{1}^{\dagger} a_{2}^{\dagger} \cdots a_{N_{\text {core }}}^{\dagger}|0\rangle \tag{2.128}
\end{align*}
$$

From Eq. (2.126) we can see that the operator $\mathcal{H}_{\text {DF }}$ commutes with both $\mathcal{P}$ and $\mathcal{Q}$ so that

$$
\begin{equation*}
\mathcal{P} \mathcal{H}_{\mathrm{DF}} \mathcal{Q}=\mathcal{Q} \mathcal{H}_{\mathrm{DF}} \mathcal{P}=0 \tag{2.129}
\end{equation*}
$$

We can now write Eq. (2.123) as

$$
\begin{align*}
\Sigma(E) & =\left(\mathcal{P}\left(\mathcal{H}-\mathcal{H}_{\mathrm{DF}}\right) \mathcal{Q}\right) \mathcal{R}_{\mathcal{Q}}(\mathcal{E})\left(\mathcal{Q}\left(\mathcal{H}-\mathcal{H}_{\mathrm{DF}}\right) \mathcal{P}\right) \\
& =\left(\mathcal{P}\left(V-V^{N_{\mathrm{DF}}}\right) \mathcal{Q}\right) \mathcal{R}_{Q}(E)\left(\mathcal{Q}\left(V-V^{N_{\mathrm{DF}}}\right) \mathcal{P}\right) \tag{2.130}
\end{align*}
$$

where $V$ is the exact potential. Thus, $\left(V-V_{\mathrm{DF}}^{N}\right)$ is the residual potential that will be used as the perturbation. Using the usual MBPT technique we can write down Eq. (2.120) as

$$
\begin{align*}
\mathcal{R}_{\mathcal{Q}}(E) \equiv & \mathcal{Q}(E-\mathcal{H})^{-1} \mathcal{Q} \\
= & \mathcal{Q}\left(E-\mathcal{H}_{\mathrm{DF}}\right)^{-1} \mathcal{Q} \\
& +\mathcal{Q}\left(E-\mathcal{H}_{\mathrm{DF}}\right)^{-1} \mathcal{Q}\left(\mathcal{V}-\mathcal{V}^{N_{\mathrm{DF}}}\right) \mathcal{Q}\left(E-\mathcal{H}_{\mathrm{DF}}\right)^{-1} \mathcal{Q}+\cdots \tag{2.131}
\end{align*}
$$

Putting the above equation back to Eq. (2.130) and writing them in the matrix element form we obtain

$$
\begin{align*}
\Sigma_{I J} & =\sum_{M \in Q} \frac{U_{I M} U_{M J}}{E-E_{M}}+\sum_{M, L \in Q} \frac{U_{I M} U_{M L} U_{L J}}{\left(E-E_{M}\right)\left(E-E_{L}\right)}+\cdots \\
& \equiv \Sigma^{(2)}+\Sigma^{(3)}+\cdots, \tag{2.132}
\end{align*}
$$

where $U$ is the residual potential $\left(V-V_{\mathrm{DF}}^{N}\right)$. If we only take the expansion of $\Sigma(E)$ to its lowest order then the Eq. (2.122) becomes

$$
\begin{equation*}
\sum_{J \in P^{\mathrm{CI}}}\left(H_{I J}+\sum_{M \in Q} \frac{U_{I M} U_{M J}}{E-E_{M}}\right) C_{J}=E C_{I} \tag{2.133}
\end{equation*}
$$

which is the CI+MBPT equation in the explicit matrix element form. Notice that the Eq. (2.133) corresponds to the Brillouin-Wigner variant of the MBPT [9]. The other alternative using the Rayleigh-Schrodinger approach has its disadvantages as it will make the matrix on the left-hand side of the above equation becomes nonsymmetric [82].

The complete evaluation of the second term in Eq. (2.133) is shown in [4]. Following the notation used in [83] we divide $\Sigma(E)$ into a one body operator $\Sigma_{1}(E)$ and a two body operator $\Sigma_{2}(E)$. The one body operator can be written as [5]

$$
\begin{equation*}
\left(\Sigma_{1}^{(2)}\right)_{x y}=\sum_{m a b} \frac{g_{m y a b} \tilde{g}_{m x a b}}{\epsilon_{a b}-\epsilon_{x m}+\tilde{\epsilon}_{y}-\epsilon_{y}}+\sum_{m n a} \frac{g_{m n x a} \tilde{g}_{m n v a}}{\tilde{\epsilon}_{y}+\epsilon_{a}-\epsilon_{m n}}, \tag{2.134}
\end{equation*}
$$

and the two body operator as

$$
\begin{align*}
\left(\Sigma_{2}^{(2)}\right)_{m n v w}= & \sum_{c d} \frac{g_{v w c d} g_{m n c d}}{\epsilon_{c d}-\epsilon_{m n}+\tilde{\epsilon}_{v}-\epsilon_{v}+\tilde{\epsilon}_{w}-\epsilon_{w}} \\
& +\left[\sum_{r c} \frac{\tilde{\epsilon}_{w r n c} \tilde{g}_{m r v c}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{m r}+\tilde{\epsilon}_{w}-\epsilon_{w}}+\binom{m \leftrightarrow n}{v \leftrightarrow w}\right] \tag{2.135}
\end{align*}
$$

where $\tilde{\epsilon}$ is the trial energy from the subsequent iteration.

### 2.2.2 CI+all-order method

In the CI+all-order formulation, the perturbative effect from $\Sigma_{1}$ and $\Sigma_{2}$ are evaluated within the framework of all-order method [5]. To do this, first, we express the
excitation coefficient $\rho$ in terms of the matrix element $\Sigma$. Furthermore, an additional all-order equation need to be made for coefficient $\rho_{m n v w}$ which is the coefficient $\rho_{m n v b}$ with the index $b$ replaced by $w$.

The matrix element $\Sigma$ can be expressed using the excitation coefficient $\rho$ as following

$$
\begin{gather*}
\Sigma_{m a}=\rho_{m a}\left(\epsilon_{a}-\epsilon_{m}\right)  \tag{2.136}\\
\Sigma_{m n a b}=\rho_{m n a b}\left(\epsilon_{a b}-\epsilon_{m n}\right),  \tag{2.137}\\
\Sigma_{m n v a}=\rho_{m n v a}\left(\tilde{\epsilon}_{v}+\epsilon_{a}-\epsilon_{m n}\right),  \tag{2.138}\\
\Sigma_{m v} \equiv\left(\Sigma_{1}\right)_{m v}=\rho_{m v}\left(\tilde{\epsilon}_{v}-\epsilon_{m}\right)  \tag{2.139}\\
\Sigma_{m n v w} \equiv\left(\Sigma_{2}\right)_{m n v w}=\rho_{m n v w}\left(\tilde{\epsilon}_{v}+\tilde{\epsilon}_{w}-\epsilon_{m n}\right) \tag{2.140}
\end{gather*}
$$

The terms $\Sigma_{1}$ and $\Sigma_{2}$ are essentially the coefficients $\rho_{m v}$ and $\rho_{m n v w}$ multiplied by the appropriate energy differences. In this method, the core excitation coefficients $\rho_{m a}$ and $\rho_{m n a b}$ are not modified. The rest of the equations are obtained by rewriting Eq. (2.11) and (2.13) replacing $\rho$ with $\Sigma$ and removing the terms that are already accounted by the CI procedure

$$
\begin{align*}
\Sigma_{m v} \equiv & \left(\Sigma_{1}\right)_{m v}=\sum_{n b} \frac{\tilde{g}_{m b v n} \Sigma_{n b}}{\epsilon_{b}-\epsilon_{n}+\tilde{\epsilon}_{v}-\epsilon_{v}}-\sum_{b c n} \frac{\tilde{g}_{b c v n} \Sigma_{m n b c}}{\epsilon_{b c}-\epsilon_{m n}+\tilde{\epsilon}_{v}-\epsilon_{v}} \\
& +\sum_{b n r} \frac{\tilde{g}_{m b n r} \Sigma_{n r v b}}{\Sigma_{m}+\epsilon_{b}-\epsilon_{n r}},  \tag{2.141}\\
& -\sum_{m n v b}+\sum_{c d} \frac{g_{c d v b} \Sigma_{m n c d}}{\epsilon_{c d}-\epsilon_{m n}+\tilde{\epsilon}_{v}-\epsilon_{v}}+\sum_{r s} \frac{g_{m n v b} \Sigma_{m c}}{\epsilon_{c}-\epsilon_{m}+\tilde{\epsilon}_{v}-\epsilon_{v}}+\sum_{r v b} \frac{g_{m n v r} \Sigma_{r b}}{\tilde{\epsilon}_{v}-\epsilon_{r}+\epsilon_{r s}} \\
& -\sum_{c} \frac{g_{m c v b} \sum_{n c}}{\epsilon_{c}-\epsilon_{n}+\tilde{\epsilon}_{v}-\epsilon_{v}}+\sum_{c r} \frac{\tilde{g}_{v r r b} \Sigma_{m r v c}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{m r}} \\
& -\sum_{c r} \frac{g_{c n r b} \Sigma_{r m v c}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{m r}}-\sum_{c r} \frac{g_{m c r b} \Sigma_{r n v c}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{n r}} \\
& +\sum_{c r} \frac{\tilde{g}_{m c v r} \Sigma_{r n c b}}{\epsilon_{c b}-\epsilon_{n r}+\tilde{\epsilon}_{v}-\epsilon_{v}}-\sum_{c r} \frac{g_{m c v r} \Sigma_{n c r b}}{\epsilon_{c b}-\epsilon_{n r}+\tilde{\epsilon}_{v}-\epsilon_{v}} \\
& -\sum_{c r} \frac{g_{c n v r} \Sigma_{m r c b}}{\epsilon_{c b}-\epsilon_{m r}+\tilde{\epsilon}_{v}-\epsilon_{v}},
\end{align*}
$$

$$
\begin{align*}
\Sigma_{m n v w} \equiv & \left(\Sigma_{2}\right)_{m n v w} \\
= & \sum_{c d} \frac{g_{c d v w} \Sigma_{m n c d}}{\epsilon_{c d}-\epsilon_{m n}+\tilde{\epsilon}_{v}-\epsilon_{v}+\tilde{\epsilon}_{w}-\epsilon_{w}}-\sum_{c} \frac{g_{c n v w} \Sigma_{m c}}{\epsilon_{c}-\epsilon_{m}+\tilde{\epsilon}_{v}-\epsilon_{v}+\tilde{\epsilon}_{w}-\epsilon_{w}} \\
& -\sum_{c} \frac{\tilde{g}_{n c}}{\epsilon_{c}-\epsilon_{n}+\tilde{\epsilon}_{v}-\epsilon_{v}+\tilde{\epsilon}_{w}-\epsilon_{w}}+\sum_{c r} \frac{\tilde{\epsilon}_{m r}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{m r}+\tilde{\epsilon}_{w}-\epsilon_{w}} \\
& -\sum_{c r} \frac{g_{c n r w} \Sigma_{r m v c}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{m r}+\tilde{\epsilon}_{w}-\epsilon_{w}}-\sum_{c r} \frac{g_{m c r w} \Sigma_{r n v c}}{\tilde{\epsilon}_{v}+\epsilon_{c}-\epsilon_{n r}+\tilde{\epsilon}_{w}-\epsilon_{w}} \\
& +\sum_{c r} \frac{\tilde{g}_{m c v r} \Sigma_{r n c w}}{\epsilon_{c}+\tilde{\epsilon}_{w}-\epsilon_{n r}+\tilde{\epsilon}_{v}-\epsilon_{v}}-\sum_{c r} \frac{g_{m c v r} \Sigma_{r n w c}}{\epsilon_{c}+\tilde{\epsilon}_{w}-\epsilon_{n r}+\tilde{\epsilon}_{v}-\epsilon_{v}} \\
& -\sum_{c r} \frac{g_{c n v r} \Sigma_{r m w c}}{\epsilon_{c}+\tilde{\epsilon}_{w}-\epsilon_{m r}+\tilde{\epsilon}_{v}-\epsilon_{v}} \tag{2.143}
\end{align*}
$$

these are the $\mathrm{CI}+$ All-order equations. These equations reduce to Eqs. (2.11) and (2.13) when $\tilde{\epsilon}_{v}=\epsilon_{v}$. The term containing $\rho_{r v}$ in Eq. (2.11) corresponds to valence excitations which is accounted in CI procedure, thus it does not appear in Eqs. (2.142) and (2.143). The first, third and fifth term of Eq. (2.142) also correspond to valence excitation in the case of $b=w$, therefore, they are omitted. Furthermore, Eq. (2.143) does not contain $\Sigma_{m n v w}$ on the right-hand side, so it is not an iterative equation. Therefore $\Sigma_{m n v w}$ can be calculated last, once the other coefficients have converged.

### 2.2.3 Remarks on the Hamiltonian Diagonalization

The size of the Hamiltonian matrix formed in the CI+MBPT and CI+All order methods depends on the size of the configuration space. In practice, this space can be too large so that diagonalizing the whole matrix will be unrealistic. For such case, we can diagonalize a subset of the whole matrix using mathematical procedures, in our code, this is implemented by using Davidson diagonalization method [84]. This way, it is possible to obtain the wavefunction of the first few levels and their energies.

### 2.2.4 The transition matrix element.

Currently, the calculation of the transition matrix elements in the CI+MBPT and CI+All order methods have been developed to include the second order and the
random phase approximation [9] (RPA) terms. This calculation is done by first calculating the "bare" matrix element terms and then using the obtained radial integrals to calculate the second order and RPA terms. Finally, the bare terms are replaced with the effective "dressed" terms which include higher order corrections. In this section, we will briefly discuss the calculation method of the matrix element.

Consider many-electron states $|J M\rangle$ where $J$ is the total angular momentum, and $M$ is its projection. The matrix element of the spherical component of operator a rank $L$ operator $T, T_{q}^{L}$, is given by

$$
\begin{equation*}
\left\langle J^{\prime} M^{\prime}\right| T_{q}^{L}|J M\rangle=\operatorname{Tr} \rho_{n l j m, n^{\prime} l^{\prime} j^{\prime} m^{\prime}}\left\langle n^{\prime} l^{\prime} j^{\prime} m^{\prime}\right| T_{q}^{L}|n l j m\rangle, \tag{2.144}
\end{equation*}
$$

where $|n l j m\rangle$ is the one electron state and " Tr " means the summation over all quantum numbers $n l j m, n^{\prime} l^{\prime} j^{\prime} m^{\prime}$. In Eq. (2.144), $\rho_{n l j m, n^{\prime} l^{\prime} j^{\prime} m^{\prime}}$ is the transition matrix element given by

$$
\begin{equation*}
\rho_{n l j m, n^{\prime} l^{\prime} j^{\prime} m^{\prime}}=\left\langle J^{\prime} M^{\prime}\right| a_{n^{\prime} l^{\prime} j^{\prime} m^{\prime}}^{\dagger} a_{n l j m}|J M\rangle . \tag{2.145}
\end{equation*}
$$

We can obtain the reduced matrix element by using the Wigner-Eckart theorem. Summing over the magnetic quantum number $m$, the reduced transition matrix element of rank L is given by

$$
\rho_{n l j, n^{\prime} l^{\prime} j^{\prime}}^{L}=(-1)^{J^{\prime}-M^{\prime}}\left(\begin{array}{ccc}
J^{\prime} & L & J  \tag{2.146}\\
-M^{\prime} & q & M
\end{array}\right)^{-1} \sum_{m m^{\prime}}(-1)^{j^{\prime}-m^{\prime}}\left(\begin{array}{ccc}
j^{\prime} & L & j \\
-m^{\prime} & q & m
\end{array}\right) \rho_{n l j m, n^{\prime} l^{\prime} j^{\prime} m^{\prime}}^{L}
$$

therefore

$$
\begin{equation*}
\left\langle J^{\prime}\left\|T^{L}\right\| J\right\rangle=\operatorname{Tr} \rho_{n l j, n^{\prime} l^{\prime} j^{\prime} j^{\prime}}^{L}\left\langle n^{\prime} l^{\prime} j^{\prime}\left\|T^{L}\right\| n l j\right\rangle . . \tag{2.147}
\end{equation*}
$$

Using Eq. (2.147) we can obtain individual transition matrix element given the diagonal wave vectors.

Since we can only have several diagonalized wave vectors, there are only limited transition matrix elements than can be calculated. For some cases, it is required to
calculate the summation of transition matrix elements over the whole basis set. For example, the static E1 polarizability is given by [39]

$$
\begin{equation*}
\alpha_{0}^{v}(0)=\frac{-2}{3\left(2 J_{v}+1\right)} \sum_{n} \frac{\left|\left\langle v J_{v}\|D\| n J_{n}\right\rangle\right|^{2}}{E_{n}-E_{v}} \tag{2.148}
\end{equation*}
$$

where $D$ is the electric dipole operator. For this case, we calculate the matrix elements using an inhomogeneous equation $[85,86]$ which will be discussed next.

Suppose we solve the inhomogenous equation

$$
\begin{equation*}
\left(E_{v}-H\right)\left|X_{v, M^{\prime}}\right\rangle=D_{q}\left|v, J_{v}, M_{v}\right\rangle \tag{2.149}
\end{equation*}
$$

where $q=0, \pm 1$ and $M^{\prime}=M_{v}+q$. The inhomogeneous function $X_{v, M^{\prime}}$ in general can be decomposed in terms that correspond to a particular angular momentum $J^{\prime}$

$$
\begin{equation*}
X_{v, M^{\prime}}=\sum_{J^{\prime}=J_{v}, J_{v} \pm 1} X_{v, J^{\prime}, M^{\prime}} \tag{2.150}
\end{equation*}
$$

If we revert the reduced matrix element from Eq. (2.148)

$$
\alpha_{0}^{v}(0)=\frac{-2}{3\left(2 J_{n}+1\right)} \sum_{n}(-1)^{-J_{v}+M_{v}}\left(\begin{array}{ccc}
J_{v} & 1 & J_{n}  \tag{2.151}\\
-M_{v} & q & M_{n}
\end{array}\right)^{-2} \frac{\left.\left|\left\langle v J_{v} M_{v}\right| D_{q}\right| n J_{n} M_{n}\right\rangle\left.\right|^{2}}{E_{v}-E_{n}}
$$

the last term can be expressed in terms of the inhomogeneous function $X_{v, J^{\prime}, M^{\prime}}$

$$
\begin{align*}
\frac{\left.\left|\left\langle v J_{v} M_{v}\right| D_{q}\right| n J_{n} M_{n}\right\rangle\left.\right|^{2}}{E_{v}-E_{n}} & =\frac{\left\langle v J_{v} M_{v}\right| D_{-q}\left|n J_{n} M_{n}\right\rangle\left\langle n J_{n} M_{n}\right| D_{q}\left|v J_{v} M_{v}\right\rangle}{E_{v}-E_{n}} \\
& =\sum_{J^{\prime}} \frac{\left\langle v J_{v} M_{v}\right| D_{-q}\left|n J_{n} M_{n}\right\rangle\left\langle n J_{n} M_{n}\right|\left(E_{v}-H\right)\left|X_{v, J^{\prime}, M^{\prime}}\right\rangle}{E_{v}-E_{n}} \\
& =\sum_{J^{\prime}}\left\langle v J_{v} M_{v}\right| D_{-q}\left|n J_{n} M_{n}\right\rangle\left\langle n J_{n} M_{n} \mid X_{v, J^{\prime}, M^{\prime}}\right\rangle . \tag{2.152}
\end{align*}
$$

In the third step, the Hamiltonian is operated to the left to cancel the denominator. If we plug Eq. (2.152) to Eq. (2.151) and carry the summation over $n$ we obtain

$$
\alpha_{0}^{v}(0)=\frac{2}{3\left(2 J_{v}+1\right)} \sum_{J^{\prime}}(-1)^{-J_{v}+M_{v}}\left(\begin{array}{ccc}
J_{v} & 1 & J^{\prime}  \tag{2.153}\\
-M_{v} & q & M^{\prime}
\end{array}\right)\left\langle v, J_{v}, M_{v}\right| D_{-q}\left|X_{v, J^{\prime}, M^{\prime}}\right\rangle
$$

Therefore the summation over the transition matrix elements can be obtained if we solve the inhomogeneous function $X_{v, J^{\prime}, M^{\prime}}$ from Eq. (2.149). Note that the $3 J$ symbol on the right-hand side of Eq. (2.153) is not always non zero, in the case of zero 3 J symbols, the equation is no longer valid, so it is necessary to do the calculation with $q= \pm 1$.

### 2.3 One electron reduced matrix elements

In this work, a lot of our calculations utilize the one-electron reduced electric dipole matrix element $\langle a\|D\| b\rangle$ and the one-electron reduced matrix element of tensor operator $T^{(1)}$ of rank $1\left\langle a\left\|T^{(1)}\right\| a\right\rangle$. In this section, we will list the formulas for these matrix elements.

The one-electron reduced electric dipole matrix element $\langle k\|D\| v\rangle$ is calculated using the following formula [6]

$$
\langle a||D \| b\rangle=\left\{\begin{array}{c}
-\sqrt{l_{a}} \int_{0}^{\infty} d r f_{b}\left(\frac{d}{d r}+\frac{l_{a}}{r}\right) f_{a}, \text { for } l_{b}=l_{a}-1  \tag{2.154}\\
\sqrt{l_{a}+1} \int_{0}^{\infty} d r f_{b}\left(\frac{d}{d r}-\frac{l_{a}+1}{r}\right) f_{a}, \text { for } l_{b}=l_{a}+1
\end{array},\right.
$$

where $f$ is the large component of the Dirac wavefunction and $l$ is the orbital quantum number. The one-electron reduced matrix element of tensor operator $T^{(1)}$ of rank 1 $\left\langle a\left\|T^{(1)}\right\| a\right\rangle$ is given by [6]

$$
\begin{equation*}
\left\langle a\left\|T^{(1)}\right\| a\right\rangle=-\frac{2 \kappa_{a}}{2\left(j_{a}+1\right)} \int_{0}^{\infty} \frac{d r}{r^{2}} 2 f_{a} g_{a} \tag{2.155}
\end{equation*}
$$

where $\kappa$ is the total relativistic angular quantum number and $g_{a}$ is the small component of the Dirac wavefunction.

### 2.4 Basis states

Unless otherwise noted, the basis set used in this work is constructed using $B$ spline technique [6] with principal quantum number $n=35$ for each partial waves with $l \leq 5$. This set is formed in a spherical cavity with radius 60 a.u.

## Chapter 3

## EXTRACTING TRANSITION RATES FROM ZERO POLARIZABILITY SPECTROSOPY

In this chapter, we discuss the method to extract the transition matrix element via measurement of magic wavelength [87]. We choose Sr as the currently best system available for this study. First, we provide a brief review of the magic wavelength and magic zero wavelength theories.

### 3.1 Method

An atom inside an oscillating electric field will form an induced electric dipole moment which oscillates with the driving frequency $\omega$. The induced dipole moment $\mathbf{p}$ will interact with the electric field $\mathbf{E}$ and create an effective potential [88]

$$
\begin{equation*}
U_{\mathrm{dip}}=\frac{1}{2}\langle\mathbf{p E}\rangle=\frac{1}{2 \epsilon_{0} c} \Re(\alpha) I, \tag{3.1}
\end{equation*}
$$

where $\epsilon_{0}, c, \alpha$ and $I$ are the vacuum permittivity, speed of light, dynamic polarizability and electric field intensity respectively. In the previous equation we have used the relation between the dipole moment amplitude $\tilde{p}$ and the electric field amplitude $\tilde{E}$, $\tilde{p}=\alpha \tilde{E}$. Atomic optical trap is created by using two counterpropagating laser beams that formed a standing wave of an electric field. This standing wave effectively creates a periodical potential well with a depth given by Eq. (3.1).

The dynamic polarizability that determines the depth of the optical trap depends on the electronic properties of the atom. In practice, a lattice clock utilizes two electronic states, $|A\rangle$ and $|B\rangle$, as the primary clock transition. By changing the laser wavelength, we can change how the atoms interact with the optical lattice. There are two important types of the wavelength that we will consider, the magic and magic zero wavelengths.

The magic wavelength $\omega_{\text {magic }}$ is defined as the wavelength when both the polarizabilities of the state $|A\rangle$ and $|B\rangle$ are equal $\left(\alpha^{|A\rangle}\left(\omega_{\text {magic }}\right)=\alpha^{|B\rangle}\left(\omega_{\text {magic }}\right)\right)$ at the leading order of multipole expansion (electric dipole). When this condition happens the lattice depth for both states $|A\rangle$ and $|B\rangle$ are equal. This condition enables the transition between both states with a transition frequency which, at the leading order, is independent of the electric field intensity [31]. Neutral atom lattice clocks operates at the magic wavelength.

The magic zero wavelength $\omega_{\text {zero }}$ is defined as the wavelength when one of the polarizabilities of the state $|A\rangle$ and $|B\rangle$ is zero $\left(\alpha^{|A\rangle}\left(\omega_{\text {zero }}\right)=0\right.$ or $\left.\alpha^{|B\rangle}\left(\omega_{\text {zero }}\right)=0\right)$ at the leading order of multipole expansion. When operating at this wavelength, the optical lattice interacts exclusively to one of the states. The determination of this wavelength enables the use of multiple laser beams operating at different magic zero wavelengths to create lattices for various purposes (e.g. to create "storing" and "transporting" lattices in quantum computer [89]).

Measurements of the magic and magic zero wavelengths enable us to precisely determine $E 1$ transition matrix elements. Because by knowing the magic wavelength, we can determine the dynamic polarizability which is given by [39]

$$
\begin{equation*}
\alpha_{0}^{v}(\omega)=\frac{2}{3(2 J+1)} \sum_{k} \frac{\langle k\|D\| v\rangle^{2}\left(E_{k}-E_{v}\right)}{\left(E_{k}-E_{v}\right)^{2}-\omega^{2}} \tag{3.2}
\end{equation*}
$$

where $J$ and $D$ are the total angular quantum number and electric dipole operator respectively. From Eq. (3.2) we can extract the transition matrix element.

Note that the contribution of the virtual state $k$ to the total polarizability depends on the vicinity of the driving frequency $\omega$ to the corresponding resonance frequency $E_{k}-E_{v}$. In other words, some contributions will have an enhancement factor depending on how close the measured wavelength to the corresponding resonance.

### 3.2 Results

Using CI+all order formalism, we evaluate the magic and magic zero wavelength of Sr. To increase the accuracy of our calculation we replace several transition
energies with their experimental values and the transition matrix elements with their recommended values.

We replace the first ten $5 s 5 p^{3} P_{0}$ and the first four $5 s^{2}{ }^{1} S_{0}$ transitional energies with their experimental values taken from [90]. In the current CI+all order code, the transition matrix elements are evaluated with the second order and RPA terms. Higher order terms of the Sr transition matrix element has been shown to contribute to $0.4-1.7 \%$ of the total values [26]. Recommended values for the first few matrix elements has been extracted in [26] from $5 s 5 p^{1} P_{1}^{o}$ lifetime [91], $5 s^{2}{ }^{1} S_{0}-5 s 5 p^{3} P_{0}$ transition stark shift [92] and 814 nm magic wavelength [93]. The recommended values for $5 s 5 p^{3} P_{0}-5 s 4 d^{3} D_{1}$ transition matrix element has been extracted from the recent Sr clock BBR shift measurement [23] and the $5 s 5 p^{1} P_{1}-5 s^{2}{ }^{1} S_{0}$ from the $5 s 5 p^{1} P_{1}^{o}$ lifetime [91]. The summary of all the replacements made in the calculation is shown in Table 3.1.

We calculate the dynamic polarizability of the $5 s^{2}{ }^{1} S_{0}$ and $5 s 5 p^{3} P_{0}$ state and plot their result. For clarity we made two plots of dynamic polarizability (a.u.) vs wavelength (nm) in different range, $350<\lambda<460 \mathrm{~nm}$ and $460<\lambda<840 \mathrm{~nm}$. These plots are shown in Figures 3.1 and 3.2. The $5 s^{21} S_{0}$ and $5 s 5 p^{3} P_{0}$ polarizabilities are shown by the red and blue lines respectively. The magic wavelengths are shown at the crossing between the blue and red lines as red circles and the magic zero wavelengths are shown at the crossing between the polarizability lines with the horizontal axis. Note that the 813.4 nm magic wavelength is shown on the right side of Figure 3.2. The $5 s 5 p^{3} P_{0}$ transition resonances are shown as dashed black lines.

We list the CI+all-order and recommended values of the magic and magic zero wavelengths in Table 3.2. The recommended values are obtained after the energies and matrix elements replacements as explained previously. We have found five additional magic wavelengths apart from the 813.4 nm . There are eight $5 s 5 p^{3} P_{0}$ and one $5 s^{21} S_{0}$ magic zero wavelengths. The $5 s^{21} S_{0}$ magic zero wavelength agrees with the results of the previous works [89, 94]. The $5 s 5 p^{3} P_{0}$ magic zero wavelength at $632(2) \mathrm{nm}$ is 5 nm longer than the result in [89] which gives 627 nm .

Table 3.1: The resonance wavelengths $\lambda$ and reduced dipole matrix elements $D$ in Sr. Vacuum wavelength values are given in nm. The calculated and recommended matrix elements are given in a.u.

| Transition |  | Wavelength |  | Matrix elements $D$ |  |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  | CI+all | Expt. | CI+all | Recomm. [26] |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 4 d^{3} D_{1}$ | 2642.4 | 2603.1 | 2.714 | $2.6707(62)^{a}$ |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 6 s^{3} S_{1}$ | 682.0 | 679.3 | 1.972 | $1.962(10)^{b}$ |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 5 d^{3} D_{1}$ | 484.2 | 483.3 | 2.458 | $2.450(24)^{b}$ |
| $5 s 5 p{ }^{3} P_{0}$ | - $\quad 5 p^{2}{ }^{3} P_{1}$ | 471.5 | 474.3 | 2.627 | $2.605(26)^{b}$ |
| $5 s 5 p{ }^{3} P_{0}$ | - $\quad 5 s 7 s^{3} S_{1}$ | 433.3 | 432.8 | 0.522 | $0.516(8)^{b}$ |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 6 d^{3} D_{1}$ | 394.3 | 394.2 | 1.175 | $1.161(17)^{b}$ |
| $5 s 5 p^{3} P_{0}$ | - $5 s 8 s^{3} S_{1}$ | 377.1 | 378.2 | 0.302 |  |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 7 d^{3} D_{1}$ | 361.4 | 363.0 | 0.822 |  |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 9 s^{3} S_{1}$ | 348.4 | 355.4 | 0.270 |  |
| $5 s 5 p{ }^{3} P_{0}$ | - $5 s 88{ }^{3} D_{1}$ | 336.7 | 334.8 | 0.820 |  |
| $5 s 5 p{ }^{3} P_{1}$ | $5 s^{2}{ }^{1} S_{0}$ | 678.7 | 689.5 | 0.158 |  |
| $5 s 5 p{ }^{1} P_{1}$ | $5 s^{2}{ }^{1} S_{0}$ | 458.3 | 460.9 | 5.272 | $5.248(2)^{c}$ |
| $5 s 6 p^{3} P_{1}$ | $5 s^{2}{ }^{1} S_{0}$ | 293.6 | 295.3 | 0.035 |  |
| $5 s 6 p^{1} P_{1}$ | $5 s^{2}{ }^{1} S_{0}$ | 291.5 | 293.3 | 0.283 |  |

${ }^{a}$ Ref. [23].
${ }^{b}$ Ref. [26].
${ }^{b}$ Ref. [91].

Figure 3.1: The plot of dynamic polarizability (a.u.) vs wavelength (nm) in the range $350<\lambda<460 \mathrm{~nm}$. The polarizabilities of $5 s 5 p^{3} P_{0}$ and $5 s^{21} S_{0}$ are shown by the blue and red lines respectively. The intersects between the blue, and red lines are the magic wavelengths shown by red circles. The intersects between the lines and the horizontal axis are the magic-zero wavelengths shown by blue circles. The resonances between the $5 s 5 p^{3} P_{0}$ and the corresponding states are shown by black dashed lines.


Figure 3.2: Plot of dynamic polarizability (a.u.) vs wavelength ( nm ) in the range $460<\lambda<840 \mathrm{~nm}$. Polarizability of $5 s 5 p^{3} P_{0}$ and $5 s^{2}{ }^{1} S_{0}$ are shown by the blue and red lines respectively. The intersects between the blue and red lines are the magic wavelength shown by the red circle. The intersects between the lines and the x axis are the magic-zero wavelengths shown by the blue circle. The resonances between the $5 s 5 p^{3} P_{0}$ and the corresponding states are shown by the black dashed lines.


Table 3.2: Magic-zero $\lambda_{\text {zero }}$ and magic $\lambda_{\text {magic }}$ wavelengths. See text for the explanation of the recommended value calculations.

| $\lambda_{\text {zero }}$ |  | $\lambda_{\text {magic }}$ |  |
| :--- | :---: | :---: | :---: |
| CI+all-order | Recomm. | CI+all-order | Recomm. |
| $5 s 5 p^{3} P_{0}$ |  | $5 s^{2}{ }^{1} S_{0}-5 s 5 p{ }^{3} P_{0}$ |  |
|  |  | 355.92 |  |
| 367.0 | 368.45 | 358.5 | 354.9 |
| 377.8 | 378.81 | 376.8 | 360.0 |
| 403.35 | 403.428 | 390.1 | 389.75 |
| 434.35 | 433.85 |  | 497.0 |
| 478.35 | 479.126 |  |  |
| 634.7 | 632.83 |  |  |
| 1672.9 | 1666.6 |  |  |
|  | $5 s^{2}{ }^{1} S_{0}$ |  |  |
| 679.55 | 689.20 |  |  |
|  |  |  |  |

Tables 3.3 and 3.4 show the contributions from the ten lowest transitions to the total polarizabilities of $5 s 5 p^{3} P_{0}$ state at the magic zero wavelengths. The contribution to total polarizability from the transition is calculated using Eq. (3.2) and given in a.u. The dominant contributions at the corresponding magic zero wavelength are shown in bold. The total polarizability is calculated by solving the inhomogeneous equation as explained in Sec. 2.2.4. The "other" contribution is obtained by subtracting the ten contributions from the total polarizability. The total polarizability is zero within the numerical accuracy.

In theory, a global fit can be done to extract the transition matrix elements if all the magic zero wavelengths have been measured. We propose a second simpler method to extract the transition matrix elements from the magic zero wavelength measurement. First, the transition matrix elements from the first and second contributions of Tables 3.3 and 3.4 have been critically evaluated. The $5 s 5 p^{3} P_{0}-5 s 4 d^{3} D_{1}$ matrix element is known to $0.5 \%$ accuracy from the $5 s 4 d^{3} D_{1}$ lifetime measurement [23] and the $5 s 5 p^{3} P_{0}-5 s 6 s{ }^{3} S_{1}$ matrix element to $1 \%$ accuracy from the BBR shift measurement

Table 3.3: The breakdown by the transition of the contributions (in a.u.) to the dynamic polarizability of $5 s 5 p^{3} P_{0}$ state, at the eight magic-zero wavelengths. The first ten rows give the contributions from the transitions, and all other contributions are grouped together in row "Other". The chain of dominant contributions relevant to the extraction of matrix elements (see text for a discussion) is highlighted in bold.

| Contribution | 1666.6 nm | 632.84 nm | 479.127 nm | 433.85 nm |
| :---: | :---: | :---: | :---: | :---: |
| $5 s 5 p{ }^{3} P_{0}-5 s 4 d^{3} D_{1}$ | -188.7 | -17.1 | -9.5 | -7.8 |
| $5 s 5 p^{3} P_{0}-5 s 6 s^{3} S_{1}$ | 45.9 | -251.4 | -37.9 | -26.4 |
| $5 s 5 p^{3} P_{0}-5 s 5 d^{3} D_{1}$ | 46.3 | 101.9 | -2404 | -176.0 |
| $5 s 5 p^{3} P_{0}-5 p^{2}{ }^{3} P_{1}$ | 51.2 | 107.5 | 2361 | -241.2 |
| $5 s 5 p{ }^{3} P_{0}-5 s 7 s^{3} S_{1}$ | 1.8 | 3.2 | 9.2 | 337.9 |
| $5 s 5 p^{3} P_{0}-5 s 6 d^{3} D_{1}$ | 8.2 | 12.7 | 24.1 | 44.6 |
| $5 s 5 p{ }^{3} P_{0}-5 s 8 s^{3} S_{1}$ | 0.5 | 0.8 | 1.3 | 2.1 |
| $5 s 5 p^{3} P_{0}-5 s 7 d^{3} D_{1}$ | 3.8 | 5.4 | 8.4 | 12.0 |
| $5 s 5 p{ }^{3} P_{0}-5 s 9 s^{3} S_{1}$ | 0.4 | 0.6 | 0.8 | 1.2 |
| $5 s 5 p^{3} P_{0}-5 s 8 d^{3} D_{1}$ | 3.4 | 4.6 | 6.4 | 8.1 |
| Other | 27.1 | 32.0 | 39.2 | 44.8 |
| Total | 0.0 | 0.0 | -0.3 | -0.7 |
| Uncertainty in $\alpha$ | 11.6 | 8.7 | 10.5 | 6.6 |
| Uncertainty in $\lambda_{\text {zero }}$ | 0.1 nm | 0.2 nm | 0.05 nm | 0.25 nm |

Table 3.4: The breakdown by the transition of the contributions (in a.u.) to the dynamic polarizability of $5 s 5 p^{3} P_{0}$ state, at the eight magic-zero wavelengths. The first ten rows give the contributions from the transitions indicated, and all other contributions are grouped together in row "Other". The chain of dominant contributions relevant to the extraction of matrix elements (see text for a discussion) is highlighted in bold.

| Contribution | 403.429 nm | 378.81 nm | 368.45 nm | 355.92 nm |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $5 s 5 p^{3} P_{0}-5 s 4 d^{3} D_{1}$ | -6.7 | -5.9 | -5.6 | -5.2 |  |
| $5 s 5 p^{3} P_{0}-5 s 6 s^{3} S_{1}$ | -20.8 | -17.3 | -15.9 | -14.5 |  |
| $5 s 5 p^{3} P_{0}-5 s 5 d^{3} D_{1}$ | -97.5 | -67.6 | -58.9 | -50.3 |  |
| $5 s 5 p^{3} P_{0}-$ | $5 p^{2}{ }^{3} P_{1}$ | -123.2 | -82.9 | -71.7 | -60.7 |
| $5 s 5 p^{3} P_{0}-5 s 7 s s^{3} S_{1}$ | -11.2 | -5.5 | -4.4 | -3.5 |  |
| $5 s 5 p^{3} P_{0}-$ | $5 s 6 d^{3} D_{1}$ | $\mathbf{1 7 1 . 7}$ | -93.8 | -53.8 | -34.3 |
| $5 s 5 p^{3} P_{0}-5 s 8 s^{3} S_{1}$ | 4.2 | $\mathbf{1 4 7 . 2}$ | -9.5 | -3.9 |  |
| $5 s 5 p^{3} P_{0}-5 s 7 d^{3} D_{1}$ | 18.9 | 44.0 | $\mathbf{1 2 2 . 7}$ | -89.1 |  |
| $5 s 5 p^{3} P_{0}-$ | $5 s 9 s^{3} S_{1}$ | 1.7 | 3.2 | 5.5 | $\mathbf{1 4 2 . 7}$ |
| $5 s 5 p^{3} P_{0}-5 s 8 d^{3} D_{1}$ | 10.6 | 15.1 | 18.9 | 28.6 |  |
| Other |  | 52.3 | 64.0 | 72.7 | 90.6 |
| Total | 0.0 | 0.4 | 0.0 | 0.4 |  |
| Uncertainty in $\alpha$ | 12 | 67 | 4.3 | 2.2 |  |
| Uncertainty in $\lambda_{\text {zero }}$ | 0.05 nm | 0.1 nm | 0.6 nm | 6 nm |  |

[26]. The measurements of the magic zero wavelengths at 1666, 632 and 479 nm should let us determine the matrix elements from the first four contributions as well as the accuracy of the "other" contribution. Note that the third and fourth contributions are very dominant at the 479 nm magic zero wavelength. From the measurement of this magic zero wavelength, we should be able to determine these contributions. Therefore, magic zero wavelength measurement at 479 nm should be the priority.

Once the first four matrix element is determined, we can go to the next measurement, the magic zero wavelength at 433 nm . The dominant contribution at this magic wavelength comes from the fifth transition. Therefore, measurement of this magic zero wavelength should let us determine the transition matrix element from the fifth contribution. We can keep repeating the same procedure for the rest of the magic zero measurements until we obtain all the possible transition matrix elements.

## Chapter 4 <br> CALCULATIONS FOR THE DEVELOPMENT OF OPTICAL ATOMIC CLOCKS

In this chapter we calculate the BBR shift of $\mathrm{Tl}^{+}$, magic wavelengths and BBR shift of Hg , and hyperfine quenching rates of ${ }^{113} \mathrm{Cd}$.

### 4.1 BBR shift in $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{0}$ clock transition of $\mathbf{T l}^{+}$

In this section, we calculate the BBR shift of $\mathrm{Tl}^{+}$as done in [38]. First, we briefly discuss the theory of BBR shift. The derivation of the BBR shift formula was first done in [95], later on, a generalized multipolar formula was derived in [96]. Previous calculations for BBR shift have been done for singly-charged ions [17, 97, 98] and neutral atoms [96].

BBR shift can be found by integrating the perturbation due to the radiation over the whole BBR spectrum. The BBR energy density spectrum $u_{\omega}(T)$ in atomic units is given by the Planck's law

$$
\begin{equation*}
u_{\omega}(T)=\frac{\alpha^{3}}{\pi^{2}} \frac{\omega^{3}}{e^{\omega / k_{B} T}-1} \tag{4.1}
\end{equation*}
$$

where $\alpha$ is the fine structure constant, $\omega$ the BBR frequency and $k_{B}$ the Boltzmann constant.

Assuming the time evolution of excited state amplitudes adiabatically follow the reference state $v$, the BBR shift is given by (for complete derivation see [95] and [96])

$$
\begin{equation*}
\delta E_{v}^{\mathrm{BBR}}=-\frac{\left(\alpha k_{B} T\right)^{3}}{2 J_{v}+1} \sum_{n}|\langle v\|D\| n\rangle|^{2} F\left(y_{n}\right) \tag{4.2}
\end{equation*}
$$

where $J_{v}$ is the total angular momentum of state $v, D$ is the E1 transition operator, and $y_{n}=\left(E_{n}-E_{g}\right) / k_{B} T$. The summation runs over the intermediate states $n$. Function
$F\left(y_{n}\right)$ is the function that corresponds to the integration of the electric fields from BBR over its whole spectrum [95]

$$
\begin{equation*}
F(y)=\int_{0}^{\infty}\left(\frac{1}{y+x}+\frac{1}{y-x}\right) \frac{x^{2} d x}{e^{x}-1} . \tag{4.3}
\end{equation*}
$$

It should be noted that Eq. (4.2) is obtained by using the multipole expansion of the electromagnetic coupling taking only the E1 leading term into consideration. The next to leading term (M1) is not required at the current accuracy level. However, it is required at $10^{-18}$ accuracy level [96].

In our system, the energy difference between the states is far greater than the ambient temperature at $300 \mathrm{~K}\left(\left(E_{n}-E_{v}\right) \gg k_{B} T\right)$. In this limit, the function $F(y)$ can be expanded as [96]

$$
\begin{equation*}
F(y) \approx \frac{4 \pi^{3}}{45 y}+\frac{32 \pi^{5}}{189 y^{3}}+\frac{32 \pi^{7}}{45 y^{5}}+\frac{512 \pi^{9}}{99 y^{7}} \tag{4.4}
\end{equation*}
$$

Using this expansion and the formula of the E1 polarizability

$$
\begin{equation*}
\alpha_{0}^{v}(\omega)=\frac{2}{3\left(2 J_{n}+1\right)} \sum_{n} \frac{\left(E_{n}-E_{v}\right)|\langle v\|D\| n\rangle|^{2}}{\omega_{n v}^{2}-\omega^{2}}, \tag{4.5}
\end{equation*}
$$

we can express the BBR shift in Eq. (4.2) in term of static E1 polarizability $\alpha_{0}^{v}(0)$

$$
\begin{equation*}
\delta E_{v}^{\mathrm{BBR}}=-\frac{2}{15}(\alpha \pi)^{3}\left(k_{B} T\right)^{4} \alpha_{0}^{v}(0)(1+\eta) \tag{4.6}
\end{equation*}
$$

In the Eq. (4.6), we have separated the contribution to the BBR shift into the static (the first term) and dynamic (the second term) contributions. In our system, the static contribution dominates over the dynamic contribution. From Eqs. (4.2)-(4.5), it is straightforward to see that the dynamic term $\eta$ in Eq. (4.6) is given by

$$
\begin{equation*}
\eta=\eta_{1}+\eta_{2}+\eta_{3}=\frac{80}{63\left(2 J_{v}+1\right)} \frac{\pi^{2}}{\alpha_{0}^{v}(0) k_{B} T} \sum_{n} \frac{|\langle n|| D \| v\rangle\left.\right|^{2}}{y_{n}^{3}}\left(1+\frac{21 \pi^{2}}{5 y_{n}^{2}}+\frac{336 \pi^{4}}{11 y_{n}^{4}}\right) . \tag{4.7}
\end{equation*}
$$

Previous analysis has shown that the polarizabilities of $n s^{2}{ }^{1} S_{0}$ and nsnp ${ }^{3} P_{0}$ state are almost equal for $\mathrm{B}^{+}, \mathrm{Al}^{+}$and $\mathrm{In}^{+}$ions [17]. These polarizabilities result in anomalously small BBR shifts in the $\mathrm{ns}^{2}{ }^{1} S_{0}-\mathrm{nsnp}^{3} P_{0}$ transition for these ions. These ions belong to the same IIIB group, two other atoms in this group, Ga and

Tl , have not been studied yet. Frequency standard based on the $\mathrm{Tl}^{+} 6 s^{2}{ }^{1} S_{0} m_{F}=$ $0-6 s 6 p^{3} P_{0} m_{F^{\prime}}=0$ transition has been proposed [37]. The radioactive isotope of ${ }^{204} \mathrm{Tl}$ has a half-life of 3.78 years, a spin of 2 , and a tiny magnetic moment of 0.0908 nuclear magnetons making it an ideal object for a very high-resolution laser spectroscopy. Because of its small nuclear magnetic moment, the natural linewidth of the clock transition in ${ }^{204} \mathrm{Tl}^{+}$is expected to be orders of magnitude smaller than estimated for stable Tl isotopes.

To test our precision, we first calculated the energy of $\mathrm{Tl}^{+}$for several lowlying states. These energies are shown in Table 4.1 along with their comparison with experimental values obtained from [90]. The two electron binding energies are given in the first row, and the other energies are counted from the ground state. We used four different methods to calculate the energies, pure CI, CI+MBPT, CI+all-order and CI+all-order with Breit interaction [99] included. Breit interaction is the leading QED effect which is not accounted in our "no-pair" approximation. We show that compared to the experimental values, the best result was obtained by the CI+all-order method with an error of less than $1.7 \%$.

Comparisons between the experimental and CI+all-order transition energies are given in Table 4.2. As can be seen, compared to the theoretical energies relative to the ground state, the transition energies has significantly better precision with an error of less than $0.35 \%$.

Next, we calculated the polarizabilities of the states $6 s^{21} S_{0}$ and $6 s 6 p^{3} P_{0}$. We separated the contributions from the core and valence states. Furthermore, the core polarizability is divided into two parts, $\alpha_{\mathrm{C}}$ and $\alpha_{\mathrm{VC}} . \alpha_{\mathrm{VC}}$ is the small counter term that accounts for the part of $\alpha_{C}$ that contains the forbidden excitation from core state to the occupied valence state. For this system, we approximate the value of $\alpha_{\mathrm{VC}}$ to be the sum of its value for single valence system. Therefore, for we use $6 s^{2}$ state $\alpha_{\mathrm{VC}}\left(6 s^{2}\right)=2 \alpha_{\mathrm{VC}}(6 s)$ and for $6 s 6 p$ state $\alpha_{\mathrm{VC}}(6 s 6 p)=\alpha_{\mathrm{VC}}(6 s)+\alpha_{\mathrm{VC}}(6 p)$. Both these contributions are calculated with RPA (see section 2.2.4).

Table 4.1: Comparisons between the experimental and theoretical values of energy levels in $\mathrm{cm}^{-1}$ for the first few even and odd configuration states. The energies are given in $\mathrm{cm}^{-1}$ in column Expt. and CI+all respectively for the experimental and theoretical values obtained using CI+all-order method. The first entry is the values of two-electron binding energy. The remaining entries are the difference between the corresponding energy and the ground state $\left(6 s^{2}{ }^{1} S_{0}\right)$. Differences in percent with the experimental values are given for other calculation methods. $\mathrm{CI}+\mathrm{all}^{\mathrm{B}}$ refers to the values from the CI+all-order method with Breit interaction [99] included.

| State | Expt. | CI+all | Differences (\%) |  |  |  |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  | CI | CI+MBPT | CI+all | CI+all ${ }^{\text {B }}$ |
|  |  |  |  |  |  |  |
| $6 s^{2}{ }^{1} S_{0}$ | 405365 | 407125 | -7.22 | 1.8 | 0.43 | 0.63 |
| $6 s 7 s^{3} S_{1}$ | 105229 | 106028 | -11.67 | 2.66 | 0.76 | 1.03 |
| $6 s 7 s^{1} S_{0}$ | 108000 | 108904 | -10.83 | 2.63 | 0.84 | 1.11 |
| $6 s 6 d^{1} D_{2}$ | 115166 | 116194 | -12.09 | 3.05 | 0.89 | 1.18 |
| $6 s 6 d^{3} D_{1}$ | 116152 | 116857 | -11.04 | 2.45 | 0.61 | 0.89 |
| $6 s 6 d^{3} D_{2}$ | 116436 | 117284 | -11.06 | 2.49 | 0.73 | 1.00 |
| $6 s 6 d^{3} D_{3}$ | 116831 | 117758 | -11.06 | 2.45 | 0.79 | 1.06 |
| $6 p^{2} P_{0}$ | 117408 | 118450 | -7.59 | 2.95 | 0.89 | 1.17 |
| $6 p^{2} P_{1}$ | 125338 | 126440 | -8.28 | 3.24 | 0.88 | 1.19 |
| $6 p^{2}{ }^{3} P_{2}$ | 128817 | 129839 | -8.61 | 3.06 | 0.79 | 1.09 |
| $6 s 8 s^{3} S_{1}$ | 133568 | 134187 | -10.05 | 2.1 | 0.46 | 0.71 |
| $6 s 8 s^{1} S_{0}$ | 134292 | 134950 | -9.83 | 2.11 | 0.49 | 0.73 |
|  |  |  |  |  |  |  |
| $6 s 6 p^{3} P_{0}$ | 49451 | 50288 | -15.64 | 5.8 | 1.69 | 2.01 |
| $6 s 6 p^{3} P_{1}$ | 52394 | 53060 | -14.6 | 5.19 | 1.27 | 1.60 |
| $6 s 6 p^{3} P_{2}$ | 61728 | 62669 | -14.37 | 5.37 | 1.53 | 1.89 |
| $6 s 6 p{ }^{1} P_{1}$ | 75663 | 76145 | -6.73 | 1.59 | 0.64 | 0.92 |
| $6 s 7 p^{3} P_{0}$ | 119361 | 120155 | -10.64 | 2.46 | 0.67 | 0.92 |
| $6 s 7 p^{3} P_{1}$ | 119576 | 120472 | -10.44 | 2.53 | 0.75 | 1.01 |
| $6 s 7 p^{3} P_{2}$ | 122209 | 122675 | -10.65 | 2.33 | 0.53 | 0.79 |
| $6 s 7 p^{1} P_{1}$ | 122379 | 124019 | -9.17 | 2.97 | 1.34 | 1.60 |
| $6 s 5 f^{3} F_{2}$ | 136216 | 136600 | -10.28 | 1.95 | 0.27 | 0.52 |
| $6 s 5 f^{3} F_{3}$ | 136115 | 136577 | -10.2 | 2.02 | 0.35 | 0.61 |
| $6 s 5 f^{3} F_{4}$ | 136230 | 136595 | -10.24 | 1.94 | 0.27 | 0.53 |
| $6 s 5 f^{1} F_{3}$ | 136263 | 136756 | -10.23 | 2.01 | 0.36 | 0.62 |

Table 4.2: Comparison of transition energies between the experimental [90] and the $\mathrm{CI}+$ all-order values in $\mathrm{cm}^{-1}$. The last column gives the relative differences in percent

| Transition | Expt. | CI+all-order | Difference (\%) |
| :---: | ---: | ---: | ---: |
| $6 \mathrm{~s} 6 \mathrm{p}{ }^{3} P_{0}-6 \mathrm{~s} 7 \mathrm{~s}{ }^{3} S_{1}$ | 55778 | 55739 | 0.07 |
| $6 \mathrm{~s} 6 \mathrm{p}{ }^{3} P_{0}-6 \mathrm{~s} 6 \mathrm{~d}{ }^{3} D_{1}$ | 66701 | 66569 | 0.20 |
| $6 \mathrm{~s} 6 \mathrm{p}{ }^{3} P_{0}-6 \mathrm{p}^{2}{ }^{3} P_{1}$ | 75887 | 76152 | -0.35 |
| $6 \mathrm{~s} 6 \mathrm{p}{ }^{3} P_{0}-6 \mathrm{~s} 8 \mathrm{~s}{ }^{3} S_{1}$ | 84117 | 83899 | 0.26 |

The breakdown contributions for the polarizability is given in Table 4.3. The polarizability is given in $a_{0}^{3}$ with the few dominant contributions shown, these are obtained using the corresponding dipole matrix elements from Table 4.4. The "Other" contributions is obtained by subtracting the dominant $\alpha_{C}$ and $\alpha_{V C}$ contributions from the the total polarizability. To evaluate the uncertainty due to the correlation corrections, we carried out the calculation with $\mathrm{CI}, \mathrm{CI}+\mathrm{MBPT}$, $\mathrm{CI}+$ all-order and $\mathrm{CI}+$ all-order with Breit interaction $\left(\mathrm{CI}+\mathrm{all}^{B}\right)$ method. Furthermore, we also calculated the polarizability with CI+all-order method using the experimental energy $\left(\mathrm{CI}+\mathrm{all}^{\mathrm{C}}\right)$ to evaluate uncertainties due to the energy. We showed that using the experimental energy, the polarizability changes by $0.5 \%$ for ${ }^{3} P_{1}$ and ${ }^{1} P_{1}$ transition and by $0.07 \%$ for ${ }^{3} S_{1}$ and ${ }^{3} D_{1}$ transition. These uncertainties agree with the energy uncertainties shown before in Table 4.1 and 4.2.

In Table 4.5 we demonstrate the calculation of the dynamic term $\eta$ to BBR shift defined in Eq. (4.7). In our calculation, only the dominant terms from the nearest transitions are considered. It can be seen that $\eta$ is small and the difference $\Delta \eta=\eta\left(6 s^{2}\right)-\eta(6 s 6 p) \simeq .00001$ which is $\ll 1$. Therefore, we can safely say that the dynamic factor only gives small contributions to the total BBR shift.

The final result of the $\mathrm{Tl}^{+}$BBR shift for all different calculation methods are given in Table 4.6. We calculated the absolute ratio between the BBR shifts with the $6 s^{2} S_{0}-6 s 6 p^{3} P_{0}$ transition frequency $\nu_{0}=1.483 \times 10^{-15} \mathrm{~Hz}$.

Table 4.3: Contributions for $6 s^{2}{ }^{1} S_{0}$ and $6 s 6 p{ }^{3} P_{0}$ polarizabilities in $a_{0}^{3}$. The values given in $\mathrm{CI}+\mathrm{All}^{\mathrm{C}}$ are calculated using $\mathrm{CI}+$ All order method with experimental energies. The leading contributions from the valence electron are listed for each state, the remaining valence contribution is given in "Other". The contribution from the core and its correction due to the presence of valence electron is given by $\alpha_{C}$ and $\alpha_{V C}$ respectively.

| State | Contr. | CI | CI +MBPT | $\begin{gathered} \alpha_{0} \\ \text { CI+all } \end{gathered}$ | $\mathrm{CI}+\mathrm{all}^{\text {B }}$ | $\mathrm{CI}+\mathrm{all}^{\text {C }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $6 s^{2}{ }^{1} S_{0}$ | $6 s^{2}{ }^{1} S_{0}-6 s 6 p{ }^{3} P_{1}$ | 0.589 | 1.149 | 0.984 | 0.985 | 0.997 |
|  | $6 s^{2}{ }^{1} S_{0}-6 s 6 p{ }^{1} P_{1}$ | 16.131 | 13.057 | 13.450 | 13.351 | 13.535 |
|  | Other | 0.269 | 0.143 | 0.383 | 0.155 | 0.155 |
|  | $\alpha_{C}$ | 4.983 | 4.983 | 4.983 | 4.983 | 4.983 |
|  | $\alpha_{V C}$ | -0.071 | -0.071 | -0.071 | -0.071 | -0.071 |
|  | Total | 21.901 | 19.261 | 19.501 | 19.402 | 19.599 |
| $6 s 6 p^{3} P_{0}$ | $6 s 6 p^{3} P_{0}-6 s 7 s^{3} S_{1}$ | 3.113 | 2.499 | 2.519 | 2.504 | 2.517 |
|  | $6 s 6 p^{3} P_{0}-6 s 6 d^{3} D_{1}$ | 9.563 | 7.86 | 7.912 | 7.857 | 7.897 |
|  | $6 s 6 p^{3} P_{0}-6 s 8 s^{3} S_{1}$ | 5.219 | 4.603 | 4.69 | 4.657 | 4.706 |
|  | Other | 1.782 | 1.63 | 1.66 | 1.652 | 1.660 |
|  | $\alpha_{C}$ | 4.983 | 4.983 | 4.983 | 4.983 | 4.983 |
|  | $\alpha_{V C}$ | -0.338 | -0.338 | -0.338 | -0.338 | -0.338 |
|  | Total | 24.322 | 21.236 | 21.426 | 21.316 | 21.425 |
| $\Delta \alpha_{0}\left({ }^{1} S_{0}-{ }^{3} P_{0}\right)$ |  | 2.421 | 1.975 | 1.925 | 1.914 | 1.826 |

Table 4.4: The dipole matrix elements used to calculate the dominant contribution to total polarizability in a.u. The values obtained from CI, CI+MBPT, $\mathrm{CI}+$ all and $\mathrm{CI}+\mathrm{all}^{\mathrm{B}}$ are given.

| Transition | $D$ |  |  |  |
| :--- | :---: | ---: | ---: | ---: |
|  | CI | CI+MBPT | CI+all | CI + all $^{\text {B }}$ |
| $6 s^{2}{ }^{1} S_{0}-6 s 6 p{ }^{3} P_{1}$ | 0.424 | 0.658 | 0.597 | 0.599 |
| $6 s^{2}{ }^{1} S_{0}-6 s 6 p{ }^{1} P_{1}$ | 2.789 | 2.619 | 2.646 | 2.640 |
|  |  |  |  |  |
| $6 s 6 p{ }^{3} P_{0}-6 s 7 s^{3} S_{1}$ | 1.044 | 0.975 | 0.980 | 2.504 |
| $6 s 6{ }^{3} P_{0}-6 s 6 d^{3} D_{1}$ | 2.007 | 1.893 | 1.897 | 7.857 |
| $6 s 6 p^{3} P_{0}-6 s 8 s^{3} S_{1}$ | 1.616 | 1.557 | 1.562 | 4.657 |

Table 4.5: Detailed calculation of the dynamic factor $\eta$ using CI+all order method. The corresponding E1 transition matrix elements in a.u. are given in column $D$. Only the leading contributions from the first few dominant transitions to $\eta$ are considered.

| State | Contr. | $D$ | $\eta_{p g}$ |
| :--- | :--- | :---: | :---: |
|  |  |  |  |
| $6 s^{2}{ }^{1} S_{0}$ | $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{1}$ | 0.597 | 0.000014661 |
|  | $6 s^{2}{ }^{1} S_{0}-6 s 6 p{ }^{1} P_{1}$ | 2.646 | 0.000097255 |
| $\eta\left(6 s^{2}\right)$ |  |  | $\mathbf{0 . 0 0 0 1 1 1 9 1}$ |
|  |  |  |  |
| $6 s 6 p{ }^{3} P_{0}$ | $6 s 6 p{ }^{3} P_{0}-6 s 7 s{ }^{3} S_{1}$ | 0.980 | 0.000030947 |
|  | $6 s 6 p^{3} P_{0}-6 s 6 d^{3} D_{1}$ | 1.897 | 0.000068140 |
|  | $6 s 6 p{ }^{3} P_{0}-6 s 8 s^{3} S_{1}$ | 1.562 | 0.000023075 |
| $\eta(6 s 6 p)$ |  |  | $\mathbf{0 . 0 0 0 1 2 2 1 6}$ |

Table 4.6: The values of blackbody radiation shift frequency for each method. $\Delta \alpha_{0}$ is the polarizability difference between the $6 s^{2}{ }^{1} S_{0}$ and $6 s 6 p^{3} P_{0}$ state in $\mathrm{cm}^{-1}$. The correction $\eta$ for each $6 \mathrm{~s}^{2}$ and 6 s 6 p state are given in their corresponding column. The blackbody radiation shift frequency is given in column labeled $\Delta \nu_{\mathrm{BBR}}$ in Hz , and the last column gives its absolute ratio compared to the absolute transition frequency $\nu_{0}$ which, for $\mathrm{Tl}^{+}$, is given by $\nu_{0}=1.483 \times 10^{-15} \mathrm{~Hz}$.

| Method | $\Delta \alpha_{0}$ | $\eta\left(6 s^{2}\right)$ | $\eta(6 s 6 p)$ | $\Delta \nu_{\mathrm{BBR}}(\mathrm{Hz})$ | $\left\|\Delta \nu_{\mathrm{BBR}} / \nu_{0}\right\|$ |
| :--- | :---: | :---: | :---: | ---: | :--- |
|  |  |  |  |  |  |
| CI | 2.421 | 0.000132 | 0.000151 | -0.02084 | $1.406 \times 10^{-17}$ |
| CI+MBPT | 1.975 | 0.000109 | 0.000112 | -0.01700 | $1.147 \times 10^{-17}$ |
| CI + all | 1.925 | 0.000112 | 0.000122 | -0.01657 | $1.118 \times 10^{-17}$ |
| CI + all $^{\mathrm{B}}$ | 1.914 | 0.000111 | 0.000121 | -0.01648 | $1.111 \times 10^{-17}$ |
| CI + all $^{\mathrm{C}}$ | 1.826 | 0.000114 | 0.000130 | -0.01572 | $1.061 \times 10^{-17}$ |

Taking the CI + all $^{C}$ value as our final result, we estimated the uncertainty by evaluating the difference between the total polarizability difference calculated by all methods. The BBR shift differs by $5 \%$ between CI + all and $\mathrm{CI}+$ all $^{\mathrm{C}}$ and by $2 \%$ between $\mathrm{CI}+$ all and $\mathrm{CI}+\mathrm{MBPT}$. Also, note that the inclusion of Breit interaction only changes the total polarizability difference by $0.5 \%$. By considering these differences, we can safely assume that the total uncertainty of the BBR shift should not exceed $10 \%$. Therefore we arrive at our final result of the BBR shift $\Delta v_{\mathrm{BBR}}=0.0157(16) \mathrm{Hz}$.

In Table 4.7 we give the comparison between the calculated BBR shift of $\mathrm{Tl}^{+}$ and the other previously estimated ions $\mathrm{B}^{+}, \mathrm{Al}^{+}$and $\mathrm{In}^{+}[17]$. It can be seen that $\mathrm{Tl}^{+}$, with the exception of $\mathrm{Al}^{+}$, has the smallest BBR shift among these ions.

### 4.2 Magic Wavelengths and BBR shift of $6 s^{1} S_{0}-6 s 6 p^{3} P_{0}$ clock transition of Hg

In this section, we evaluated the BBR shift, magic wavelength and magic zero wavelength of Hg using CI+all-order method. We also use CI+MBPT and experimental energies to evaluate the uncertainties of our result.

Table 4.7: Comparison of the BBR shift calculation in group IIIB ions. The results for $\mathrm{B}^{+}, \mathrm{Al}^{+}$and $\mathrm{In}^{+}$are taken from [17]. Polarizability differences in a.u., BBR shift, transition frequency, fractional BBR shift, and uncertainty are given.

| Ion | $\Delta \alpha_{0}$ | $\Delta \nu_{\mathrm{BBR}}(\mathrm{Hz})$ | $\nu_{0}(\mathrm{~Hz})$ | $\left\|\Delta \nu_{\mathrm{BBR}} / \nu_{0}\right\|$ | Uncertainty |
| :--- | ---: | ---: | ---: | ---: | ---: |
| $\mathrm{B}^{+}$ | $-1.85(19)$ | $-0.0159(16)$ | $1.119 \times 10^{15}$ | $1.42 \times 10^{-17}$ | $1 \times 10^{-18}$ |
| $\mathrm{Al}^{+}$ | $0.495(50)$ | $-0.00426(43)$ | $1.121 \times 10^{15}$ | $3.8 \times 10^{-18}$ | $4 \times 10^{-19}$ |
| $\mathrm{In}^{+}$ | $2.01(20)$ | $-0.0173(17)$ | $1.267 \times 10^{15}$ | $1.36 \times 10^{-17}$ | $1 \times 10^{-18}$ |
| $\mathrm{Tl}^{+}$ | $1.83(18)$ | $-0.0157(16)$ | $1.483 \times 10^{15}$ | $1.06 \times 10^{-17}$ | $1 \times 10^{-18}$ |

For this calculation we use four different approaches to estimate the total uncertainty: (1) CI+all order with theoretical energy (AO-th), (2) CI+all order with experimental energy (AO-exp), (3) CI+MBPT with theoretical energy (MBPT-th) and (4) CI + MBPT with experimental energy (MBPT-exp). The energy replacements were done for the first four transitions of $6 s^{1} S_{0}$ state and the first eight transitions of $6 s 6 p^{3} P_{0}$ state.

In Table 4.8 we give the energies and transition matrix elements of $6 s^{1} S_{0}$ and $6 s 6 p^{3} P_{0}$ transitions. The values for the first four $6 s^{1} S_{0}$ and the first eight $6 s 6 p^{3} P_{0}$ transitions are given. We show the experimental energies as well as the theoretical energies obtained using CI+all-order and CI+MBPT. Theoretical values of the transition matrix elements obtained using $\mathrm{CI}+$ all-order and $\mathrm{CI}+\mathrm{MBPT}$ are also given. As can be seen for the given transition energies, the CI+all-order results differ by 0.6-4.6\% from the experiment while the CI+MBPT results differ by 1.5-6.1\% from the experiment. Note that the theoretical $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{1}$ transition energy differs from the experimental energies by twice as much compared to the other $6 s^{2}{ }^{1} S_{0}$ transition. In particular, the energy from CI + MBPT differs by $6.1 \%$, and the CI+all-order differs by $1.6 \%$ when compared with the experiment which shows that the higher order correlation for this transition accounts for about $4.6 \%$. Also, note that the $6 s 6 p^{3} P_{0}-6 s 8 d^{3} D_{1}$ energy differs by $4.6 \%$ for CI+all-order and $5.0 \%$ for CI+MBPT when compared with the

Table 4.8: Transition energies and transition matrix elements for the first four $6 s^{1} S_{0}$ transitions and the first eight $6 s 6 p^{3} P_{0}$ transitions of Hg . Theoretical energies obtained using $\mathrm{CI}+$ all order and $\mathrm{CI}+\mathrm{MBPT}$ are given in $\Delta E_{\mathrm{AO}}$ and $\Delta E_{\mathrm{MBPT}}$ respectively. Experimental energies taken from [90] are given in $\Delta E_{\exp }$. Electric dipole transition matrix elements obtained using CI+all order and CI+MBPT are given in $D_{\mathrm{AO}}$ and $D_{\mathrm{MBPT}}$ respectively.

| State | Contribution | $\Delta E_{\mathrm{AO}}$ | $\Delta E_{\mathrm{MBPT}}$ | $\Delta E_{\exp }$ | $D_{\mathrm{AO}}$ | $D_{\mathrm{MBPT}}$ |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $6 s^{2}{ }^{1} S_{0}$ | $6 s^{21} S_{0}-6 s 6 p^{3} P_{1}$ | 40029 | 41893 | 39412 | 0.517 | 0.573 |
|  | $6 s^{21} S_{0}-6 s 6 p^{1} P_{1}$ | 54478 | 55457 | 54069 | 2.940 | 2.913 |
|  | $6 s^{21} S_{0}-6 s 7 p^{3} P_{1}$ | 70087 | 71689 | 69662 | 0.033 | 0.041 |
|  | $6 s^{21} S_{0}-6 s 7 p^{1} P_{1}$ | 71873 | 73364 | 71295 | 0.654 | 0.629 |
|  |  |  |  |  |  |  |
| $6 s 6 p^{3} P_{0}$ | $6 s 6 p^{3} P_{0}-6 s 7 s^{3} S_{1}$ | 24396 | 24152 | 24705 | 1.357 | 1.367 |
|  | $6 s 6 p^{3} P_{0}-6 s 6 d^{3} D_{1}$ | 33269 | 33153 | 33691 | 1.903 | 1.896 |
|  | $6 s 6 p^{3} P_{0}-6 s 8 s^{3} S_{1}$ | 35864 | 35721 | 36316 | 0.419 | 0.418 |
|  | $6 s 6 p^{3} P_{0}-6 s 7 d^{3} D_{1}$ | 38994 | 38856 | 39439 | 0.942 | 0.942 |
|  | $6 s 6 p^{3} P_{0}-6 s 8 d^{3} D_{1}$ | 40130 | 39970 | 42034 | 0.239 | 0.237 |
|  | $6 s 6 p^{3} P_{0}-6 s 10 s^{3} S_{1}$ | 41612 | 41475 | 42623 | 0.631 | 0.626 |
|  | $6 s 6 p^{3} P_{0}-6 s 9 d^{3} D_{1}$ | 42396 | 42239 | 43426 | 0.189 | 0.180 |
|  | $6 s 6 p^{3} P_{0}-6 s 10 d^{3} D_{1}$ | 43599 | 43465 | 44259 | 0.614 | 0.616 |

experimental values. These differences are particularly significant when compared with the other $6 s 6 p^{3} P_{0}$ transition energies. The CI + all-order and CI + MBPT transition matrix elements mostly agree with up to $4.9 \%$ difference except for the $6 s^{2}{ }^{1} S_{0}-6 s 7 p^{3} P_{1}$ transition matrix elements which differ by $21.6 \%$.

Contributions to the static polarizability in all four approaches along with their comparison with other results are given in Table 4.9. We show the contributions of the first four $6 s^{2} S_{0}$ transitions and the first eight $6 s 6 p^{3} P_{0}$ calculated using sum over states are given. Total polarizability is obtained by solving the inhomogeneous equation (see chapter 2). Other contributions are obtained by subtracting the dominant contributions from the total polarizability. Contributions from the core electrons are accounted by the Core and VC terms. Taking the result from AO-th as our final
value, we approximate the numerical error by evaluating its difference with the results from the other three approaches. Thus, our final values of the static polarizability are $\alpha_{0}(0)=33.326(1.014)$ a.u. for $6 s^{2}{ }^{1} S_{0}$ and $\alpha_{0}(0)=55.284(442)$ a.u. for $6 s 6 p^{3} P_{0}$. Our results are in good agreement with the previous CI + MBPT results from [32].

The breakdown of the dynamic contribution to the BBR shift is given in Table 4.10. We calculate the term $\eta$ used in Eq. 4.6, this term accounts for the dynamic part of the BBR spectrum. As can be seen from the table, the final dynamic BBR shift $\Delta \nu_{\mathrm{BBR}}^{\mathrm{dyn}} \ll 1$ thus its effect is insignificant in the current precision limit. Using Eq. 4.6 we calculate the total BBR shift of $\operatorname{Hg} 6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{0}$ transition and obtain the final value of $\Delta \nu_{\mathrm{BBR}}=-0.189(11) \mathrm{Hz}$. With the $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{0}$ clock transition frequency $\nu_{0}=1.1286 \times 10^{15} \mathrm{~Hz}$ we have the final value of the ratio of the BBR shift to clock transition $\Delta \nu_{\mathrm{BBR}} / \nu_{0}=-1.68(9) \times 10^{-16}$.

We plot the dynamic polarizability around the magic wavelength at 368 nm in Figure 4.1. Similar to the BBR shift calculation, the AO-exp is taken as the final value, and the other results are used to evaluate the uncertainty. We found that for $\operatorname{Hg} 6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{0}$ transition our final value for the magic wavelength is $\lambda_{\text {magic }}=367.7(1.7) \mathrm{nm}$ with $\alpha_{\text {magic }}=41.90(64)$ a.u. Our result differs by $4-8 \mathrm{~nm}$ from other works $\lambda_{\text {magic }}=363 \mathrm{~nm}[101]$ and $\lambda_{\text {magic }}=360 \mathrm{~nm}[32] .6 s 6 p^{3} P_{0}$ state dynamic polarizability around the magic zero wavelength 384 nm is plotted in Figure 4.2. For the magic zero wavelength of $6 s 6 p^{3} P_{0}$ state; our final value is given by $\lambda_{\text {magic-zero }}=383.9(5.1) \mathrm{nm}$.

### 4.3 Hyperfine quenching rates of ${ }^{113} \mathbf{C d} 5 s^{2}{ }^{1} S_{0}-5 s 5 p^{3} P_{0}$ transition

In this section, we carried out an original derivation of the formula for the hyperfine quenching rate in the special case where the total initial and final angular momentum equal to zero. In the case of non-zero nuclear spin $I$, the radiative transition from state $a$ to $b$ in atomic units is given by [104]

$$
\begin{equation*}
A_{a \rightarrow b}=\frac{4 \alpha \omega_{a b}^{3}}{3} \frac{1}{\left[J_{a}\right][I]} \sum_{F_{a} F_{b}}\left|\left\langle\gamma_{b} J_{b} I F_{b}\|D\| \gamma_{a} J_{a} I F_{a}\right\rangle\right|^{2} \tag{4.8}
\end{equation*}
$$

Table 4.9: Contributions to the static polarizability calculated using AO-th, AOexp, MBPT-th and MBPT-exp. Contributions from the four dominant $6 s^{2}{ }^{1} S_{0}$ transitions and the eight dominant $6 s 6 p^{3} P_{0}$ transitions are given. The other terms provided in "Other" are obtained by subtracting the dominant contributions from the total polarizability. The core and VC terms calculated with the second order MBPT + RPA are shown in Core and VC respectively. Other theoretical and experimental results are shown for comparison.

| State | Contribution | $\alpha_{0}^{\mathrm{AO}-\mathrm{th}}$ | $\alpha_{0}^{\text {MBPT-th }}$ | $\alpha_{0}^{\mathrm{AO}-\exp }$ | $\alpha_{0}^{\text {MBPT-exp }}$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| $6 s^{2}{ }^{1} S_{0}$ | $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{1}$ | 0.978 | 1.145 | 0.993 | 1.218 |
|  | $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{1} P_{1}$ | 23.218 | 22.386 | 23.393 | 22.961 |
|  | $6 s^{2}{ }^{1} S_{0}-6 s 7 p^{3} P_{1}$ | 0.002 | 0.003 | 0.002 | 0.004 |
|  | $6 s^{2}{ }^{1} S_{0}-6 s 7 p^{1} P_{1}$ | 0.871 | 0.790 | 0.879 | 0.813 |
|  | Other | 0.763 | 0.691 | 0.763 | 0.691 |
|  | Core | 7.376 | 7.376 | 7.376 | 7.376 |
|  | VC | -0.080 | -0.080 | -0.080 | -0.080 |
|  | Total | 33.128 | 32.312 | 33.326 | 32.982 |
|  | Theory [100] | 34.036 |  |  |  |
|  | Theory [101] | 31.32 |  |  |  |
|  | Theory [32] | 33.6 |  |  |  |
|  | Expt. [102] | 33.91(34) |  |  |  |
|  | Expt. [103] | 33.75 |  |  |  |
| $6 s 6 p^{3} P_{0}$ | $6 s 6 p^{3} P_{0}-6 s 7 s^{3} S_{1}$ | 11.093 | 11.309 | 10.903 | 11.056 |
|  | $6 s 6 p^{3} P_{0}-6 s 6 d^{3} D_{1}$ | 15.965 | 15.874 | 15.719 | 15.620 |
|  | $6 s 6 p^{3} P_{0}-6 s 8 s^{3} S_{1}$ | 0.718 | 0.712 | 0.707 | 0.700 |
|  | $6 s 6 p^{3} P_{0}-6 s 7 d^{3} D_{1}$ | 3.331 | 3.342 | 3.291 | 3.293 |
|  | $6 s 6 p^{3} P_{0}-6 s 8 d^{3} D_{1}$ | 0.209 | 0.206 | 0.199 | 0.196 |
|  | $6 s 6 p^{3} P_{0}-6 s 10 s^{3} S_{1}$ | 1.398 | 1.383 | 1.365 | 0.112 |
|  | $6 s 6 p^{3} P_{0}-6 s 9 d^{3} D_{1}$ | 0.124 | 0.112 | 0.121 | 0.109 |
|  | $6 s 6 p^{3} P_{0}-6 s 10 d^{3} D_{1}$ | 1.266 | 1.278 | 1.247 | 1.255 |
|  | Other | 14.789 | 14.387 | 14.789 | 14.387 |
|  | Core | 7.376 | 7.376 | 7.376 | 7.376 |
|  | VC | -0.496 | -0.496 | -0.496 | -0.496 |
|  | Total | 55.669 | 55.483 | 55.284 | 54.842 |
|  | Theory [101] | 55.32 |  |  |  |
|  | Theory [32] | 54.6 |  |  |  |

Table 4.10: The breakdown of the dynamic contribution $\eta$ to the BBR shift frequency in Hz. All-order dipole matrix elements and experimental energies are used for the calculation.

|  | $\eta$ | $\alpha_{0}^{v}(0)$ | $\Delta \nu_{\mathrm{BBR}}^{\mathrm{dyn}}$ |
| :--- | :---: | :---: | :---: |
|  | 0.000196 |  |  |
| $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{1}$ | 0.000016 |  |  |
| $6 s^{2}{ }^{1} S_{0}-6 s 6 p^{1} P_{1}$ | 0.000000 |  |  |
| $6 s^{1} S_{0}-6 s 7 p^{3} P_{1}$ | 0.000000 |  |  |
| $6 s^{2}{ }^{2} S_{0}-6 s 7 p{ }^{1} P_{1}$ | 0.000216 | 33.326 | $-6.21 \times 10^{-5}$ |
| $\operatorname{Total}\left(6 s^{2}{ }^{1} S_{0}\right)$ | 0.000266 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 7 s^{3} S_{1}$ | 0.000206 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 6 d^{3} D_{1}$ | 0.000008 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 8 s^{3} S_{1}$ | 0.000031 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 7 d^{3} D_{1}$ | 0.000002 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 8 d^{3} D_{1}$ | 0.000011 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 10 s^{3} S_{1}$ | 0.000001 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 9 d^{3} D_{1}$ | 0.000009 |  |  |
| $6 s 6 p^{3} P_{0}-6 s 10 d^{3} D_{1}$ | 0.000534 | 55.284 | $-2.54 \times 10^{-4}$ |
| $\operatorname{Total}\left(6 s 6 p^{3} P_{0}\right)$ |  |  |  |
| Final $\Delta \nu_{\mathrm{BBR}}^{\text {dyn }}\left(6 s^{2}{ }^{2} S_{0}-6 s 6 p^{3} P_{0}\right)$ |  |  | $-1.92 \times 10^{-4}$ |

Figure 4.1: Dynamic polarizabilities of $6 s^{2}{ }^{1} S_{0}$ and $6 s 6 p^{3} P_{0}$ states of Hg in different approximation for the wavelength region of $\lambda=360-372 \mathrm{~nm}$. Wavelength is given in nm and polarizability in a.u. Results obtained using AO-th, MBPT-th, AO-exp and MBPT-exp approximation are shown in red, light red, dark blue and light blue color respectively. Magic wavelengths are shown at the intersections between $6 s^{21} S_{0}$ and $6 s 6 p^{3} P_{0}$ lines.


Figure 4.2: Dynamic polarizabilities of $6 s 6 p^{3} P_{0}$ state of Hg in different approximations for the wavelength region of $\lambda=375-390 \mathrm{~nm}$. Wavelength is given in nm and polarizability in a.u. Results obtained using AO-th, MBPT-th, AO-exp and MBPT-exp approximation are shown in red, light red, dark blue and light blue color respectively. Tuneout wavelengths are shown at the intersections between $6 s 6 p^{3} P_{0}$ line and $\alpha=0$ axis.

where $J$ is the total electron angular momentum, $F$ is the total angular quantum number $\mathbf{F}=\mathbf{I}+\mathbf{J}, \gamma$ contains the rest of the other quantum numbers, and $D$ is the dipole operator. The number in the square bracket is defined as $[A]=2 A+1$.

The presence of a nuclear magnetic moment creates small shifts in the electron spectrum. These shifts can be represented as a state mixing due to the hyperfine interaction. Therefore, given a hyperfine interaction operator $H_{\mathrm{hfs}}$, the mixing of the state can be introduced via the perturbation expansion of the state $\left|\gamma I J F M_{F}\right\rangle$

$$
\begin{equation*}
\left|\gamma I J F M_{F}\right\rangle=\left|\gamma I J F M_{F}\right\rangle^{(0)}+\sum_{\gamma_{n} J_{n}}\left|\gamma_{n} I J_{n} F M_{F}\right\rangle^{(0)} \frac{\left\langle\left.\gamma_{n} I J_{n} F_{n} M_{F_{n}}\right|^{(0)} H_{\mathrm{hfs}} \mid \gamma I J F M_{F}\right\rangle^{(0)}}{E\left(\gamma_{n} J_{n}\right)-E(\gamma J)} . \tag{4.9}
\end{equation*}
$$

The hyperfine interaction is given as a series of the product between the multipole nuclear moment $M^{(k)}$ and even-parity electronic coupling $T^{(k)}$ [9]

$$
\begin{equation*}
H_{\mathrm{hfs}}=\sum_{k} M^{(k)} T^{(k)} \tag{4.10}
\end{equation*}
$$

In the current work we only consider the monopole contribution $(k=1)$ of the hyperfine operator. In this case, the nuclear moment is given by [9]

$$
\begin{equation*}
\langle I|\left|M^{(1)}\right||I\rangle=\sqrt{\frac{(2 I+1)(I+1)}{I}} \frac{\mu}{\mu_{N}} . \tag{4.11}
\end{equation*}
$$

Furthermore, since $H_{\mathrm{hfs}}$ is a scalar operator it conserves the quantum numbers $M$ and $F$. Taking this into consideration, we can write Eq. (4.9) in the reduced form

$$
\begin{equation*}
|\gamma I J F\rangle=|\gamma I J F\rangle^{(0)}+\sum_{\gamma_{n} J_{n}}\left|\gamma_{n} I J_{n} F\right\rangle^{(0)} \frac{\left\langle\gamma_{n} I J_{n} F \|\left.\right|^{(0)} H_{\mathrm{hfs}} \mid \gamma I J F\right\rangle^{(0)}}{E\left(\gamma_{n} J_{n}\right)-E(\gamma J)} \tag{4.12}
\end{equation*}
$$

With the expansion in (4.12), the dipole matrix element in Eq. (4.8) becomes

$$
\begin{align*}
\left\langle\gamma_{b} J_{b} I F_{b}\|D\| \gamma_{a} J_{a} I F_{a}\right\rangle= & \left\langle\gamma_{b} J_{b} I F_{b}\|D\| \gamma_{a} J_{a} I F_{a}\right\rangle^{(0)} \\
& +\sum_{\gamma_{n} J_{n}}\left\langle\gamma_{b} J_{b} I F_{b}\|D\| \gamma_{n} J_{n} I F_{a}\right\rangle \frac{\left\langle\gamma_{n} J_{n} I F_{a}\left\|H_{\mathrm{hss}}\right\| \gamma_{a} J_{a} I F_{a}\right\rangle}{E_{n}-E_{\gamma_{a} J_{a}}} \\
& +\sum_{\gamma_{n} J_{n}} \frac{\left\langle\gamma_{b} J_{b} I F_{b}\left\|H_{\mathrm{hfs}}\right\| \gamma_{n} J_{n} I F_{b}\right\rangle}{E_{n}-E_{\gamma_{b} J_{b}}}\left\langle\gamma_{n} J_{n} I F_{b}\|D\| \gamma_{a} J_{a} I F_{a}\right\rangle \\
= & M_{a b}^{0}+M_{a b}^{1}+M_{a b}^{2} . \tag{4.13}
\end{align*}
$$

So in addition to the unperturbed dipole matrix element $M_{a b}^{0}$, we have two extra terms $M_{a b}^{1}$ and $M_{a b}^{2}$. These terms will produce a small shift in the dipole transition rate called the hyperfine quenching rate. We will now derive the formulation of the hyperfine quenching rate.

### 4.3.1 Derivation of the Hyperfine Quenching Rate

The dipole and hyperfine matrix elements can be written in the reduced form by using the Wigner 6-j symbol

$$
\begin{align*}
\left\langle\gamma^{\prime} J^{\prime} I F\right|\left|H_{\mathrm{hfs}} \| \gamma J I F\right\rangle & =(-1)^{I+J^{\prime}+F} \sum_{k}\left\{\begin{array}{lll}
I & I & k \\
J & J^{\prime} & F
\end{array}\right\}\langle I|\left|M^{(k)} \| I\right\rangle\left\langle\gamma^{\prime} J^{\prime}\left\|T^{(k)}\right\| \gamma J\right\rangle,  \tag{4.14}\\
\left\langle\gamma^{\prime} J^{\prime} I F\|D\| \gamma J I F\right\rangle & =(-1)^{J^{\prime}+I+F+1} \sqrt{[F]\left[F^{\prime}\right]}\left\{\begin{array}{lll}
J^{\prime} & F^{\prime} & I \\
F & J & 1
\end{array}\right\}\left\langle\gamma^{\prime} J^{\prime}\|D\| \gamma J\right\rangle . \tag{4.15}
\end{align*}
$$

We now evaluate each terms in $\sum_{F_{a} F_{b}}\left|\left\langle\gamma_{b} J_{b} I F_{b}\|D\| \gamma_{a} J_{a} I F_{a}\right\rangle\right|^{2}$ for the special case $J_{a}=J_{b}=0$.

### 4.3.1.1 The Direct Terms

The first term $\sum_{F_{a} F_{b}}\left|M_{a b}^{0}\right|^{2}$ is given by

$$
\begin{align*}
\sum_{F_{a} F_{b}}\left|M_{a b}^{0}\right|^{2} & =\sum_{F_{a} F_{b}}\left[F_{a}\right]\left[F_{b}\right]\left\{\begin{array}{ccc}
J_{b} & F_{b} & I \\
F_{a} & J_{a} & 1
\end{array}\right\}\left\{\begin{array}{ccc}
J_{b} & F_{b} & I \\
F_{a} & J_{a} & 1
\end{array}\right\}\left\langle\gamma_{b} J_{b}\|D\| \gamma_{a} J_{a}\right\rangle^{2} \\
& =\sum_{F_{a}} \frac{\left[F_{a}\right]}{\left[J_{a}\right]}\left\{J_{b} J_{a} 1\right\}\left\{F_{b} F_{a} 1\right\}\left\langle\gamma_{b} J_{b}\|D\| \gamma_{a} J_{a}\right\rangle^{2} \tag{4.16}
\end{align*}
$$

Where we have used the orthogonality condition of the 6-j symbol

$$
\sum_{F_{b}}\left[F_{b}\right]\left\{\begin{array}{ccc}
J_{b} & F_{b} & I  \tag{4.17}\\
F_{a} & J_{a} & 1
\end{array}\right\}^{2}=\frac{1}{\left[J_{a}\right]}\left\{J_{b} J_{a} 1\right\}\left\{F_{b} F_{a} 1\right\} .
$$

Since

$$
\begin{equation*}
\sum_{F}[F]=[J][I], \tag{4.18}
\end{equation*}
$$

The first term simplifies to

$$
\begin{equation*}
\sum_{F_{a} F_{b}}\left|M_{a b}^{0}\right|^{2}=[I]\left\langle\gamma_{b} J_{b}\|D\| \gamma_{a} J_{a}\right\rangle^{2} \tag{4.19}
\end{equation*}
$$

The second term $\sum_{F_{a} F_{b}}\left|M_{a b}^{1}\right|^{2}$ is given by

$$
\begin{align*}
\sum_{F_{a} F_{b}}\left|M_{a b}^{1}\right|^{2}= & \sum_{\substack{\gamma_{n} J_{n} \\
\gamma_{n^{\prime}} J_{n^{\prime}}}} \sum_{\substack{k \\
k \\
F_{b}}}\left[F_{a}\right]\left[F_{b}\right]\left\langle I\left\|M^{(k)}\right\| I\right\rangle^{2}\left\langle\gamma_{b} J_{b}\|D\| \gamma_{n} J_{n}\right\rangle\left\langle\gamma_{n^{\prime}} J_{n^{\prime}}\left\|D^{*}\right\| \gamma_{a} J_{a}\right\rangle \times \\
& \frac{\left\langle\gamma_{a} J_{a}\left\|T^{(k) *}\right\| \gamma_{n^{\prime}} J_{n^{\prime}}\right\rangle}{E_{n^{\prime}}-E_{\gamma_{a} J_{a}}} \frac{\left\langle\gamma_{n} J_{n}\left\|T^{(k)}\right\| \gamma_{b} J_{b}\right\rangle}{E_{n}-E_{\gamma_{b} J_{b}}}\left\{\begin{array}{ccc}
J_{b} & F_{b} & I \\
F_{a} & J_{n} & 1
\end{array}\right\}\left\{\begin{array}{ccc}
J_{n^{\prime}} & F_{a} & I \\
F_{b} & J_{b} & 1
\end{array}\right\} \times \\
& \left\{\begin{array}{ccc}
I & I & k \\
J_{n^{\prime}} & J_{b} & F_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
I & I & k \\
J_{a} & J_{n} & F_{a}
\end{array}\right\} . \tag{4.20}
\end{align*}
$$

In the case of $J_{a}=J_{b}=0$ the 6 -j symbols reduce to

$$
\begin{align*}
& \left\{\begin{array}{ccc}
0 & F_{b} & I \\
F_{a} & J_{n} & 1
\end{array}\right\}=\left\{\begin{array}{ccc}
F_{a} & J_{n} & I \\
0 & F_{b} & 1
\end{array}\right\}=\frac{\delta_{J_{n} 1} \delta_{F_{b} I}}{\sqrt{3[I]}},  \tag{4.21}\\
& \left\{\begin{array}{ccc}
J_{n^{\prime}} & F_{a} & I \\
F_{b} & 0 & 1
\end{array}\right\}=\frac{\delta_{J_{n^{\prime}} \delta_{F_{b} I}}}{\sqrt{3[I]}} \tag{4.22}
\end{align*}
$$

After summing over $J_{n}$ and $J_{n^{\prime}}$ we applied the condition $J_{n}=J_{n^{\prime}}=1$ so that

$$
\left\{\begin{array}{ccc}
I & I & k  \tag{4.23}\\
1 & 0 & F_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
I & I & k \\
0 & 1 & F_{a}
\end{array}\right\}=\frac{\delta_{k 1} \delta_{F_{a} I}}{3[I]} .
$$

Thus, the second direct term simplifies to

$$
\begin{equation*}
\sum_{F_{a} F_{b}}\left|M_{a b}^{1}\right|^{2}=\frac{\langle I|\left|M^{(1)}\right||I\rangle^{2}}{9}\left|\sum_{\gamma_{n}}\left\langle\gamma_{b} 0\|D\| \gamma_{n} 1\right\rangle \frac{\left\langle\gamma_{n} 1\left\|T^{(1)}\right\| \gamma_{a} 0\right\rangle}{E_{n}-E_{\gamma_{a} 0}}\right|^{2} \tag{4.24}
\end{equation*}
$$

Following a similar procedure the third direct term $\sum_{F_{a} F_{b}}\left|M_{a b}^{2}\right|^{2}$ is given by

$$
\begin{equation*}
\sum_{F_{a} F_{b}}\left|M_{a b}^{2}\right|^{2}=\frac{\langle I|\left|M^{(1)}\right||I\rangle^{2}}{9}\left|\sum_{\gamma_{n}} \frac{\left\langle\gamma_{b} 0 \| T^{(1)} \mid \gamma_{n} 1\right\rangle}{E_{n}-E_{\gamma_{b} 0}}\left\langle\gamma_{n} 1\|D\| \gamma_{a} 0\right\rangle\right|^{2} \tag{4.25}
\end{equation*}
$$

### 4.3.1.2 The Interference Terms

The first interference terms $\sum_{F_{a} F_{b}} M_{a b}^{0 *} M_{a b}^{1}+h . c$. are given by

$$
\begin{align*}
\sum_{F_{a} F_{b}} M_{a b}^{0 *} M_{a b}^{1}+\sum_{F_{a} F_{b}} M_{a b}^{1 *} M_{a b}^{0}= & \sum_{F_{a} F_{b}} \sum_{\substack{\gamma_{n} J_{n} \\
k}}(-1)^{J_{a}+J_{b}+J_{n}+2 F_{a}+F_{b}+3 I}\left[F_{a}\right]\left[F_{b}\right]\left\langle I\left\|M^{(k)}\right\| I\right\rangle^{2} \times \\
& \left\langle\gamma_{a} J_{a}\left\|D^{*}\right\| \gamma_{b} J_{b}\right\rangle\left\langle\gamma_{b} J_{b}\|D\| \gamma_{n} J_{n}\right\rangle \frac{\left\langle\gamma_{n} J_{n}\left\|T^{(k)}\right\| \gamma_{a} J_{a}\right\rangle}{E_{n}-E_{\gamma_{a} J_{a}}} \times \\
& \left\{\begin{array}{ccc}
J_{a} & F_{a} & I \\
F_{b} & J_{b} & 1
\end{array}\right\}\left\{\begin{array}{ccc}
J_{b} & F_{b} & I \\
F_{a} & J_{n} & 1
\end{array}\right\}\left\{\begin{array}{ccc}
I & I & k \\
J_{a} & J_{n} & F_{a}
\end{array}\right\}+[a \leftrightarrow b], \tag{4.26}
\end{align*}
$$

where the second term in the previous equation refers to the term similar to the first term with index $a$ and $b$ interchanged. These terms are non zero in general, however when $J_{a}=J_{b}=0$, the first 6 -j symbol in Eq. (4.26) does not satisfy the triangular inequality $\left\{J_{a} J_{b} 1\right\}$ so these terms are zero. Similarly, the second interference terms $\sum_{F_{a} F_{b}} M_{a b}^{0 *} M_{a b}^{2}+h . c$. for the case where initial and final total angular momentum are zero also vanish

$$
\begin{equation*}
\sum_{F_{a} F_{b}} M_{a b}^{0 *} M_{a b}^{2}+\sum_{F_{a} F_{b}} M_{a b}^{2 *} M_{a b}^{0}=0 \tag{4.27}
\end{equation*}
$$

The third interference terms $\sum_{F_{a} F_{b}} M_{a b}^{1 *} M_{a b}^{2}+h . c$. are given by

$$
\begin{gather*}
\sum_{F_{a} F_{b}} M_{a b}^{1 *} M_{a b}^{2}+\sum_{F_{a} F_{b}} M_{a b}^{2 *} M_{a b}^{1}=\sum_{F_{a} F_{b}} \sum_{\substack{\gamma_{n} J_{n} \\
\gamma_{n^{\prime}} \frac{J_{n^{\prime}}}{k}}}(-1)^{J_{a}+J_{b}+J_{n}+J_{n^{\prime}}+2 F_{a}+2 F_{b}}\left[F_{a}\right]\left[F_{b}\right]\left\langle I\left\|M^{(k)}\right\| I\right\rangle^{2} \times \\
\frac{\left\langle\gamma_{a} J_{a}\left\|T^{(k) *}\right\| \gamma_{n} J_{n}\right\rangle}{E_{n}-E_{\gamma_{a}} J_{a}}\left\langle\gamma_{n} J_{n}\left\|D^{*}\right\| \gamma_{b} J_{b}\right\rangle \frac{\left\langle\gamma_{b} J_{b}\left\|T^{(k)}\right\| \gamma_{n^{\prime}} J_{n^{\prime}}\right\rangle}{E_{n^{\prime}}-E_{\gamma_{b} J_{b}}} \times \\
\left\{\begin{array}{ccc}
I & I & k \\
J_{n} & J_{a} & F_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
J_{n} & F_{n} & I \\
F_{b} & J_{b} & 1
\end{array}\right\}\left\{\begin{array}{ccc}
I & I & k \\
J_{n^{\prime}} & J_{b} & F_{b}
\end{array}\right\}\left\{\begin{array}{ccc}
J_{n^{\prime}} & F_{n^{\prime}} & I \\
F_{a} & J_{a} & 1
\end{array}\right\}+[a \leftrightarrow b] \quad \text { (4.28) } \tag{4.28}
\end{gather*}
$$

The second term in the previous equation is equal to the first one since it is symmetric under the interchange of $a \leftrightarrow b$. Next, if $J_{a}=J_{b}=0$ the 6-j symbols reduce to

$$
\begin{align*}
\left\{\begin{array}{ccc}
I & I & k \\
J_{n} & 0 & F_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
J_{n} & F_{n} & I \\
F_{b} & 0 & 1
\end{array}\right\} & \left\{\begin{array}{ccc}
I & I & k \\
J_{n^{\prime}} & 0 & F_{b}
\end{array}\right\}\left\{\begin{array}{ccc}
J_{n^{\prime}} & F_{n^{\prime}} & I \\
F_{a} & 0 & 1
\end{array}\right\} \\
& =\frac{\delta_{F_{a} I} \delta_{J_{n} k}}{\sqrt{[I][k]}} \frac{\delta_{F_{b} I} \delta_{J_{n} 1}}{\sqrt{[I]\left[J_{n}\right]}} \frac{\delta_{F_{b} I} \delta_{J_{n^{\prime}} k}}{\sqrt{[I][k]}} \frac{\delta_{F_{a} I} \delta_{J_{n^{\prime}} 1}}{\sqrt{[I]\left[J_{n^{\prime}}\right]}} \\
& =\frac{1}{9[I]^{2}} \delta_{F_{a} I} \delta_{J_{n} k} \delta_{F_{b} I} \delta_{J_{n} 1} \delta_{F_{b} I} \delta_{J_{n^{\prime}} k} \delta_{F_{a} I} \delta_{J_{n^{\prime}} 1} \tag{4.29}
\end{align*}
$$

Therefore after summation over the quantum numbers the interference terms reduce to

$$
\begin{align*}
\sum_{F_{a} F_{b}} M_{a b}^{1 *} M_{a b}^{2}+\sum_{F_{a} F_{b}} M_{a b}^{2 *} M_{a b}^{1}= & \frac{2\left\langle I\left\|M^{(1)}\right\| I\right\rangle^{2}}{9} \sum_{\gamma_{n} \gamma_{n^{\prime}}} \frac{\left\langle\gamma_{a} 0\left\|T^{(1) *}\right\| \gamma_{n} 1\right\rangle}{E_{n}-E_{\gamma_{a} 0}}\left\langle\gamma_{n} 1\left\|D^{*}\right\| \gamma_{b} 0\right\rangle \times \\
& \frac{\left\langle\gamma_{b} 0\left\|T^{(1)}\right\| \gamma_{n^{\prime}} 1\right\rangle}{E_{n^{\prime}}-E_{\gamma_{b} 0}}\left\langle\gamma_{n^{\prime}} 1\|D\| \gamma_{a} 0\right\rangle \tag{4.30}
\end{align*}
$$

With all the non zero terms taken care of, the transition rate is now given by

$$
\begin{equation*}
A_{a \rightarrow b}=\frac{4 \alpha^{3}}{3} \omega_{a b}^{3} \frac{1}{\left[J_{a}\right][I]} \sum_{F_{a} F_{b}}\left(\left|M_{a b}^{0}\right|^{2}+\left|M_{a b}^{1}\right|^{2}+\left|M_{a b}^{2}\right|^{2}+2 M_{a b}^{1 *} M_{a b}^{2}\right) \tag{4.31}
\end{equation*}
$$

To check the quality of our method, we first calculate the hyperfine constant $A$ of ${ }^{25} \mathrm{Mg},{ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Cd}$. The monopole nuclear moment matrix element is given in Table 4.11 and the hyperfine constant $A$ in Table 4.12. Our result differs by $0.2-$ $7.4 \%$ from the experimental measurements; these differences are more prominent in the heavier atoms. The results in [40] agree slightly better with the experiment with only $0.5-1 \%$ difference. In [40], CI + MBPT is used with theoretical energies semiempirically shifted toward the experimental spectrum.

We give the breakdown of the hyperfine quenching terms $M_{a b}^{1}$ and $M_{a b}^{2}$ in Table 4.13 and 4.14 respectively. The initial and final state, $\left|\gamma_{a} 0\right\rangle$ and $\left|\gamma_{b} 0\right\rangle$, are the states that correspond to the clock transition of each atom. They are $3 s^{2}{ }^{1} S_{0}-3 s 3 p^{3} P_{0}$ for $\mathrm{Mg}, 5 s^{2}{ }^{1} S_{0}-5 s 5 p^{3} P_{0}$ for Sr and $5 s^{2}{ }^{1} S_{0}-5 s 5 p^{3} P_{0}$ for Cd. For our calculation, we only consider the first three to four dominant contributions to the hyperfine quenching rate.

Table 4.11: The values of the monopole nuclear moment matrix element for ${ }^{25} \mathrm{Mg}$, ${ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Cd}$. These values are calculated using Eq. (4.11) with the given nuclear spin $I$ and nuclear magnetic moment in the unit of nuclear magneton $\mu / \mu_{N}$ taken from [90].

| Isotope | $I$ | $\mu / \mu_{N}$ | $\left\langle I\left\\|M^{(1)}\right\\| I\right\rangle$ |
| :---: | :---: | :---: | :---: |
| ${ }^{25} \mathrm{Mg}$ | $5 / 2$ | -0.85546 | -2.479 |
| ${ }^{87} \mathrm{Sr}$ | $9 / 2$ | -1.093 | -3.821 |
| ${ }^{113} \mathrm{Cd}$ | $1 / 2$ | -0.6217 | -1.523 |

Table 4.12: The values of diagonal even parity matrix elements, the hyperfine constants $A$ and their comparison with other theoretical and experimental results are given in MHz .

| state | $\begin{gathered} \langle\gamma J\| T^{(1)}\|\gamma J\rangle \\ (\mathrm{MHz}) \end{gathered}$ | $\begin{gathered} A \\ (\mathrm{MHz}) \end{gathered}$ | th. $[40]^{\mathrm{a}}$ <br> (MHz) | exp. <br> (MHz) |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{25} \mathrm{Mg}$ |  |  |  |  |
| 3s3p ${ }^{3} P_{0}$ | 421.25 | -144.15 | -146.1 | -144.977(5) [105] |
| $3 \mathrm{~s} 3 \mathrm{p}{ }^{3} P_{3}$ | ${ }^{87} \mathrm{Sr}$ |  |  | -128.445(5) [105] |
| 5s5p ${ }^{3} P_{0}$ | 1111.40 | -269.95 | -258.7 | -260.083(5) [106] |
| 5s5p ${ }^{3} P_{3}$ | 920.48 | $\begin{aligned} & -223.57 \\ & { }^{113} \mathrm{Cd} \end{aligned}$ | -211.4 | -212.765(1) [106] |
| 5s5p ${ }^{3} P_{0}$ | 3226.10 | -4011.33 | - | -4123.813(1) [107] |
| 5s5p ${ }^{3} P_{3}$ | 2572.20 | -3198.27 | - | -3444.634(2) [107] |

Table 4.13: Contributions of the excited states $\left|\gamma_{n} 1\right\rangle$ to $M_{a b}^{1}$ hyperfine quenching term of $\mathrm{Mg}, \mathrm{Sr}$ and $\mathrm{Cd} .\left|\gamma_{a} 0\right\rangle$ and $\left|\gamma_{b} 0\right\rangle$ refer to the initial and final states respectively. The dipole matrix element is given in a.u., even parity electronic coupling operator in Mhz and energy difference in Mhz. The final term that contributes to the hyperfine quenching term $M_{a b}^{1}$ is given in the last column.

| $\left\|\gamma_{n} 1\right\rangle$ | $\begin{gathered} \left\langle\gamma_{b} 0\\|D\\| \gamma_{n} 1\right\rangle \\ \text { (a.u.) } \end{gathered}$ | $\begin{gathered} \left\langle\gamma_{n} 1\left\\|T^{(1)}\right\\| \gamma_{a} 0\right\rangle \\ (\mathrm{MHz}) \end{gathered}$ | $\begin{gathered} E_{n}-E_{\gamma_{a} 0} \\ (\mathrm{MHz}) \end{gathered}$ | $\begin{gathered} \left\langle\gamma_{b} 0\\|D\\| \gamma_{n} 1\right\rangle \frac{\left\langle\gamma_{n} 1\left\\|T^{(1)}\right\\| \gamma_{a} 0\right\rangle}{E_{n}-E_{\gamma_{a}}} \\ \text { (a.u.) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Mg |  |  |  |  |
| $3 s 3 p^{3} P_{1}$ | -0.006 | -828 | $6.452 \times 10^{5}$ | $7.760 \times 10^{-6}$ |
| $3 s 3 p^{1} P_{1}$ | -4.029 | -654 | $3.958 \times 10^{8}$ | $6.661 \times 10^{-6}$ |
| $3 s 4 p^{3} P_{1}$ | 0.001 | -108 | $7.789 \times 10^{8}$ | $-8.693 \times 10^{-11}$ |
| $3 s 4 p^{1} P_{1}$ | 0.842 | 70 | $8.240 \times 10^{8}$ | $7.129 \times 10^{-8}$ |
| Sr |  |  |  |  |
| ${ }_{5 s} 5 p^{3} P_{1}$ | -0.158 | 2059 | $5.653 \times 10^{6}$ | $5.741 \times 10^{-5}$ |
| $5 s 5 p{ }^{1} P_{1}$ | -5.272 | -1451 | $2.182 \times 10^{8}$ | $3.506 \times 10^{-5}$ |
| $5 p^{2}{ }^{3} P_{1}$ | 0.035 | -414 | $5.852 \times 10^{8}$ | $-2.470 \times 10^{-8}$ |
| $4 d 5 p^{3} P_{1}$ | -0.283 | 111 | $5.924 \times 10^{8}$ | $-5.304 \times 10^{-8}$ |
| Cd |  |  |  |  |
| ${ }_{5 s} 5 p^{3} P_{1}$ | -0.159 | 6045 | $1.598 \times 10^{7}$ | $-5.998 \times 10^{-5}$ |
| $5 s 5 p{ }^{1} P_{1}$ | -3.440 | -4260 | $3.978 \times 10^{8}$ | $-3.684 \times 10^{-5}$ |
| $5 s 6 p^{3} P_{1}$ | 0.013 | -563 | $8.422 \times 10^{8}$ | $8.611 \times 10^{-9}$ |
| $5 s 7 p^{3} P_{1}$ | -0.688 | 517 | $8.853 \times 10^{8}$ | $-4.013 \times 10^{-7}$ |

Table 4.14: Contributions of the excited states $\left|\gamma_{n} 1\right\rangle$ to $M_{a b}^{2}$ hyperfine quenching term of $\mathrm{Mg}, \mathrm{Sr}$ and $\mathrm{Cd} .\left|\gamma_{a} 0\right\rangle$ and $\left|\gamma_{b} 0\right\rangle$ refer to the initial and final states respectively. The dipole matrix element is given in a.u., even parity electronic coupling operator in Mhz and energy difference in Mhz. The final term that contributes to the hyperfine quenching term $M_{a b}^{1}$ is given in the last column.

| $\left\|\gamma_{n} 1\right\rangle$ | $\begin{gathered} \left\langle\gamma_{b} 0\left\\|T^{(1)}\right\\| \gamma_{n} 1\right\rangle \\ (\mathrm{MHz}) \end{gathered}$ | $\begin{gathered} \left\langle\gamma_{n} 1\\|D\\| \gamma_{a} 0\right\rangle \\ \text { (a.u.) } \end{gathered}$ | $\begin{gathered} E_{n}-E_{\gamma_{b} 0} \\ (\mathrm{MHz}) \\ \hline \end{gathered}$ | $\begin{gathered} \left\langle\gamma_{a} 0\\|D\\| \gamma_{n} 1\right\rangle \frac{\left\langle\gamma_{n} 1\left\\|T^{(1)}\right\\| \gamma_{b} 0\right\rangle}{E_{n}-E_{\gamma_{b}}} \\ \text { (a.u.) } \end{gathered}$ |
| :---: | :---: | :---: | :---: | :---: |
| Mg |  |  |  |  |
| $3 s 4 s^{3} S_{1}$ | -805 | -1.531 | $1.235 \times 10^{9}$ | $9.979 \times 10^{-7}$ |
| $3 s 3 d^{3} D_{1}$ | -3 | -2.802 | $1.437 \times 10^{9}$ | $5.614 \times 10^{-9}$ |
| $3 s 5 s^{3} S_{1}$ | 426 | -0.418 | $1.555 \times 10^{9}$ | $1.144 \times 10^{-7}$ |
| Sr |  |  |  |  |
| $5 s 4 d^{3} D_{1}$ | -183 | 2.713 | $5.494 \times 10^{8}$ | $-9.050 \times 10^{-7}$ |
| $5 s 6 s^{3} S_{1}$ | 2088 | -1.970 | $8.759 \times 10^{8}$ | $-4.697 \times 10^{-6}$ |
| $5 s 5 d^{3} D_{1}$ | 56 | 2.460 | $1.055 \times 10^{8}$ | $1.300 \times 10^{-7}$ |
| Cd |  |  |  |  |
| $5 s 6 s^{3} S_{1}$ | -4610 | -1.491 | $1.546 \times 10^{9}$ | $4.445 \times 10^{-6}$ |
| $5 s 5 d^{3} D_{1}$ | -3 | -2.316 | $1.784 \times 10^{9}$ | $3.798 \times 10^{-9}$ |
| $5 s 7 s^{3} S_{1}$ | -2419 | -0.433 | $1.876 \times 10^{9}$ | $5.582 \times 10^{-7}$ |
| $5 s 6 d^{3} D_{1}$ | -2 | -1.061 | $1.960 \times 10^{9}$ | $9.769 \times 10^{10}$ |

Table 4.15: Hyperfine quenching rate of ${ }^{25} \mathrm{Mg},{ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Cd}$ in $\mathrm{s}^{-1}$. The results from other works are given as comparison.

| Isotope | $A_{a \rightarrow b}^{\mathrm{hq}}$ | Other work |
| :--- | ---: | ---: |
| ${ }^{25} \mathrm{Mg}$ | $4.30 \times 10^{-4}$ | $4.44 \times 10^{-4}[40]$ |
|  |  | $4.2 \times 10^{-4}[42]$ |
| ${ }^{87} \mathrm{Sr}$ | $9.70 \times 10^{-3}$ | $7.58 \times 10^{-3}[40]$ |
|  |  | $6.3 \times 10^{-3}[41]$ |
| ${ }^{113} \mathrm{Cd}$ | $7.70 \times 10^{-2}$ |  |

Note that in general $M_{a b}^{1}$ term is larger by at least an order of magnitude compared to $M_{a b}^{2}$ since $M_{a b}^{2}$ has a greater suppression factor from the energy denominator.

Our final values of the hyperfine quenching rate values of ${ }^{25} \mathrm{Mg},{ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Mg}$ are given in Table 4.15. Comparing with previously calculated results, our results for ${ }^{25} \mathrm{Mg}$ are in good agreement with only $2-3 \%$ difference. However, the results for ${ }^{87} \mathrm{Sr}$ differs by $24-43 \%$. Note that even though the calculation in [40] omitted the $M_{a b}^{2}$ term, the calculation was done by solving an inhomogeneous equation similar to the method explained in chapter 2 thus they include the contribution from all possible excited states. This additional contribution might be more significant in heavier atoms. Our final value of ${ }^{113} \mathrm{Cd}$ hyperfine quenching rate is $7.70 \times 10^{-2} \mathrm{~s}^{-1}$.

## Chapter 5

## CALCULATION FOR THE SEARCH OF NEW PHYSICS BEYOND THE STANDARD MODEL

In this chapter we carry out the calculation of the atomic properties of Ra and the parity non-conserving (PNC) amplitude of Cs and Fr. Ra is currently being used as the system to test the possibility of non zero electric dipole moment (EDM). The PNC amplitude is used to study the weak interaction and nuclear anapole moment in atoms.

### 5.1 Atomic properties of Ra for future EDM measurement

In this section we briefly review and provide the formulas for the lifetime, polarizability and the hyperfine constant.

### 5.1.1 Lifetime

The lifetime is calculated as an inverse of the total transition rate $A_{a b}$ from state $a$ to all possible lower states $b$

$$
\begin{equation*}
\tau_{a}=\frac{1}{\sum_{b \geq a} A_{a b}} \tag{5.1}
\end{equation*}
$$

For our calculation we only consider $E 1$ transition, in this case the transition rate is given by [6]

$$
\begin{equation*}
A_{a b}=\frac{4 \alpha}{3} \omega_{a b}^{3} \frac{1}{\left(2 J_{a}+1\right)}|\langle a\|D\| b\rangle|^{2}=\frac{2.02613 \times 10^{18}}{\lambda^{3}} \frac{|\langle a\|D\| b\rangle| 1^{2}}{\left(2 J_{a}+1\right)} s^{-1}, \tag{5.2}
\end{equation*}
$$

where $\omega_{a b}=E_{a}-E_{b}, J_{a}$ is total angular momentum of state $|a\rangle, D$ is the electric dipole operator and $\lambda$ is the transition wavelength in $\AA$.

### 5.1.2 Scalar and tensor polarizability

An atomic system immersed in an electric field will have its energy corrected by the Stark shift. The shift can be calculated using the perturbation theory assuming the electric field $E$ as the the perturbation. The first order of perturbation to energy vanishes due to parity conservation while the second order energy correction of state $\left|J_{v}, M_{J_{v}}\right\rangle$ is given by [108]

$$
\begin{equation*}
\Delta W_{J_{v} M_{J_{v}}}=-\frac{1}{2} e^{2} E^{2}\left[\alpha_{v}^{(0)}+\frac{3 M_{J_{v}}^{2}-J_{v}\left(J_{v}+1\right)}{J_{v}\left(2 J_{v}-1\right)} \alpha_{v}^{(2)}\right], \tag{5.3}
\end{equation*}
$$

where $e$ is the electron charge, $J_{v}$ the total angular momentum and its projection $M_{J_{v}}$. We define the scalar and tensor polarizability, $\alpha_{v}^{(0)}$ and $\alpha_{v}^{(2)}$, as

$$
\begin{align*}
\alpha_{v}^{(0)}= & \frac{2}{3\left(2 J_{v}+1\right)} \sum_{v \neq n} \frac{|\langle v\|D\| n\rangle|^{2}}{E_{n}-E_{v}},  \tag{5.4}\\
\alpha_{v}^{(2)}= & \sqrt{\frac{40 J_{v}\left(2 J_{v}-1\right)}{3\left(2 J_{v}+3\right)\left(J_{v}+1\right)\left(2 J_{v}+1\right)}} \\
& \sum_{v \neq n}(-1)^{J_{v}+J_{n}}\left\{\begin{array}{ccc}
J_{v} & 1 & J_{n} \\
1 & J_{v} & 2
\end{array}\right\} \frac{|\langle v\|D\| n\rangle|^{2}}{E_{n}-E_{v}} . \tag{5.5}
\end{align*}
$$

In general, the transition matrix element used in the polarizability is a position matrix element $\left\langle J_{v}\|\vec{r}\| J_{n}\right\rangle$. In our calculation, we use the multipole expansion of the operator $\vec{r}$ and take its leading term which is an E1 operator.

### 5.1.3 Hyperfine constant

The hyperfine correction is a small correction in the atomic spectrum due to the interactions between the electrons and the nucleus electric and magnetic moments. The two dominant terms for this correction are due to the electric dipole and the magnetic quadrupole moments. Assuming an atomic angular momentum state $\left|J, M_{J}\right\rangle$ and nuclear angular momentum state $\left|I, M_{I}\right\rangle$ so that the total angular momentum is $\mathbf{F}=\mathbf{I}+\mathbf{J}$, the hyperfine correction to the energy is given by $[6,109]$

$$
\begin{equation*}
W_{F}=\frac{1}{2} K A+\frac{1}{2} \frac{3 K(K+1)-4 J(J+1) I(I+1)}{2 I(2 I-1) 2 J(2 J-1)} B, \tag{5.6}
\end{equation*}
$$

Table 5.1: The theoretical and experimental energies of the Ra states in $\mathrm{cm}^{-1}$ measured from the ground state. The theoretical energy calculated using CI+all-order is given in column "CI+all" and the experimental energy taken from [90] is given in column "Expt."

| State | CI+all | Expt. | State | CI+all | Expt. | State | CI+all | Expt. |
| :---: | ---: | ---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $7 s^{2}{ }^{1} S_{0}$ | 0 | 0 | $7 s 7 d^{3} D_{2}$ | 32332 | 31993 | $6 d 7 p^{1} F_{3}$ | 34854 |  |
| $6 d 7 s^{3} D_{1}$ | 14015 | 13716 | $7 s 7 d^{3} D_{3}$ | 32504 | 32197 | $6 d 7 p^{3} P_{2}$ | 35033 | 34383 |
| $6 d 7 s^{3} D_{2}$ | 14306 | 13994 | $7 s 9 s^{1} S_{0}$ | 34518 |  | $7 s 8 p^{3} P_{0}$ | 31163 | 31563 |
| $6 d 7 s^{3} D_{3}$ | 15047 | 14707 | $7 s 9 s^{3} S_{1}$ | 34712 | 34475 | $7 s 8 p^{3} P_{1}$ | 31396 | 31086 |
| $6 d 7 s^{1} D_{2}$ | 17531 | 17081 | $7 s 7 p^{3} P_{0}$ | 13440 | 13078 | $7 s 8 p^{1} F_{3}$ | 32232 | 31874 |
| $7 s 8 s^{3} S_{1}$ | 27021 | 26754 | $7 s 7 p^{3} P_{1}$ | 14338 | 13999 | $7 s 8 p^{3} P_{2}$ | 32652 | 32857 |
| $7 s 8 s^{1} S_{0}$ | 28204 |  | $7 s 7 p^{3} P_{2}$ | 17077 | 16689 | $7 s 5 f^{3} F_{2}$ | 35476 | 35256 |
| $6 d^{2} F_{2}$ | 30101 |  | $7 s 7 p^{1} P_{1}$ | 20971 | 20716 | $7 s 5 f^{3} F_{3}$ | 35484 | 35268 |
| $6 d^{2}{ }^{3} P_{0}$ | 30459 |  | $6 d 7 p^{3} F_{2}$ | 28764 | 28038 | $7 s 5 f^{3} F_{4}$ | 35511 | 35294 |
| $6 d^{2}{ }_{3} F_{3}$ | 30885 |  | $6 d 7 p^{3} F_{3}$ | 30913 | 30118 | $7 s 5 f^{1} F_{3}$ | 36513 |  |
| $6 d^{1} D_{2}$ | 31429 |  | $6 d 7 p^{1} D_{2}$ | 31553 | 30918 | $7 s 9 p{ }^{1} P_{1}$ | 36351 |  |
| $6 d^{2} F_{4}$ | 31654 |  | $6 d 7 p^{3} D_{1}$ | 31942 | 32230 | $7 s 6 f^{3} F_{2}$ | 38154 |  |
| $6 d^{2} S_{0} S_{0}$ | 35737 |  | $6 d 7 p^{3} D_{2}$ | 33110 | 32507 | $7 s 6 f^{3} F_{3}$ | 38157 | 37922 |
| $7 p^{2} P_{1}$ | 31972 | 31249 | $6 d 7 p^{3} F_{4}$ | 33822 | 32368 | $7 s 6 f^{3} F_{4}$ | 38162 | 37930 |
| $7 p^{2} D_{2}$ | 32664 | 32215 | $6 d 7 p^{3} D_{3}$ | 34396 | 33197 | $7 s 7 f^{3} F_{2}$ | 39722 |  |
| $7 p^{2}{ }^{3} P_{2}$ | 33670 | 32941 | $6 d 7 p^{3} P_{0}$ | 34396 | 33782 | $7 s 7 f^{3} F_{3}$ | 39726 | 39361 |
| $7 s 7 d^{3} D_{1}$ | 32312 | 32001 | $6 d 7 p^{3} P_{1}$ | 34406 | 33824 | $7 s 7 f^{3} F_{4}$ | 39732 | 39367 |

where $K=F(F+1)-I(I+1)-J(J+1)$ and the constants $A$ and $B$ are given by

$$
\begin{align*}
A & =\frac{\mu}{I J}\langle J J| T_{0}^{1}|J J\rangle  \tag{5.7}\\
B & =2 Q\langle J J| T_{0}^{2}|J J\rangle \tag{5.8}
\end{align*}
$$

Here, $T_{q}^{k}$ is an irreducible tensor of rank $k, \mu$ is the nuclear magnetic moment and $Q$ is the nuclear quadrupole moment.

The calculations are carried out in the CI+all-order formalism. The calculated energies and their comparison with the experimental values are given in Table 5.1 in $\mathrm{cm}^{-1}$. These energies are measured from the ground state $7 s^{2}{ }^{1} S_{0}$. Compared to the currently known experimental values, our theoretical results differ by $1-4 \%$.

Table 5.2: Lifetimes of Ra states.

| State | Lifetime | State | Lifetime | State | Lifetime | State | Lifetime |
| :---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $7 s 7 p^{3} P_{1}$ | 392 ns | $6 d^{2}{ }^{3} F_{4}$ | 0.76 s | $7 s 5 f^{3} F_{3}$ | 20.8 ns | $7 s 10 s^{3} S_{1}$ | 91.2 ns |
| $7 s 7 p^{3} P_{2}$ | $5.45 \mu \mathrm{~s}$ | $6 d^{2} D_{2}$ | 167 ns | $7 s 5 f^{3} F_{4}$ | 18.2 ns | $7 s 10 s^{3} S_{0}$ | 77.0 ns |
| $7 s 7 p^{1} P_{1}$ | 5.61 ns | $6 d^{2}{ }^{3} P_{0}$ | 20.1 ns | $7 s 5 f^{1} F_{3}$ | 30.0 ns | $7 s 10 p^{1} P_{1}$ | 21.1 ns |
| $7 s 6 d^{3} D_{1}$ | $651 \mu \mathrm{~s}$ | $6 d^{2}{ }^{1} G_{4}$ | $6.56 \mu \mathrm{~s}$ | $7 s 6 f^{3} F_{3}$ | 36.6 ns | $7 s 10 p^{3} P_{0}$ | 652 ns |
| $7 s 6 d^{1} D_{2}$ | $505 \mu \mathrm{~s}$ | $6 d^{2}{ }^{1} S_{0}$ | 159 ns | $7 s 6 f^{3} F_{4}$ | 34.6 ns | $7 s 10 p^{3} P_{1}$ | 275 ns |
| $7 s 8 s^{3} S_{1}$ | 18.1 ns | $7 s 8 p^{3} P_{0}$ | 74.2 ns | $7 s 6 f^{3} F_{2}$ | 35.5 ns | $7 s 10 p^{3} P_{2}$ | 287 ns |
| $7 s 8 s^{1} S_{0}$ | 61.0 ns | $7 s 8 p^{3} P_{1}$ | 30.7 ns | $7 s 6 f^{1} F_{3}$ | 35.1 ns | $7 s 9 d^{1} D_{2}$ | 109 ns |
| $6 d 7 p^{3} F_{2}$ | 30.8 ns | $7 s 8 p^{3} P_{2}$ | 49.4 ns | $7 s 7 f^{3} F_{3}$ | 43.6 ns | $7 s 9 d^{3} D_{1}$ | 57.3 ns |
| $6 d 7 p^{3} F_{3}$ | 26.6 ns | $7 s 8 p^{1} P_{1}$ | 16.3 ns | $7 s 7 f^{3} F_{4}$ | 41.3 ns | $7 s 9 d^{3} D_{2}$ | 72.4 ns |
| $6 d 7 p^{3} F_{4}$ | 23.5 ns | $7 p^{2} P_{0}$ | 5.48 ns | $7 s 7 f^{3} F_{2}$ | 41.6 ns | $7 s 9 d^{3} D_{3}$ | 66.0 ns |
| $6 d 7 p^{1} D_{2}$ | 19.8 ns | $7 p^{2} P_{1}$ | 27.9 ns | $7 s 8 f^{3} F_{2}$ | 372 ns | $7 s 10 d^{3} D_{3}$ | 65.3 ns |
| $6 d 7 p^{3} D_{1}$ | 29.6 ns | $7 p^{2} P_{2}$ | 46.2 ns | $7 s 8 f^{3} F_{4}$ | 17.7 ns | $7 s 10 d^{3} D_{1}$ | 5.15 ns |
| $6 d 7 p^{3} D_{2}$ | 12.8 ns | $7 p^{2} D_{2}$ | 29.2 ns | $7 s 9 p^{1} P_{1}$ | 44.5 ns | $7 s 10 d^{3} D_{2}$ | 54.2 ns |
| $6 d 7 p^{3} D_{3}$ | 24.7 ns | $7 p^{2} P_{1}$ | 33.0 ns | $7 s 9 p^{3} P_{0}$ | 179 ns |  |  |
| $6 d 7 p^{3} P_{0}$ | 10.2 ns | $7 s 7 d^{3} D_{1}$ | 18.9 ns | $7 s 9 p^{3} P_{1}$ | 152 ns |  |  |
| $6 d 7 p^{3} P_{1}$ | 10.3 ns | $7 s 7 d^{3} D_{2}$ | 18.7 ns | $7 s 9 p^{3} P_{2}$ | 115 ns |  |  |
| $6 d 7 p^{3} P_{2}$ | 10.6 ns | $7 s 7 d^{3} D_{3}$ | 20.9 ns | $7 s 8 d^{1} D_{2}$ | 46.2 ns |  |  |
| $6 d 7 p^{1} F_{3}$ | 19.0 ns | $7 s 7 d^{3} D_{1}$ | 48.2 ns | $7 s 8 d^{3} D_{1}$ | 34.7 ns |  |  |
| $6 d^{3} F_{2}$ | $1.52 \mu \mathrm{~s}$ | $7 s 7 d^{3} D_{1}$ | 29.3 ns | $7 s 8 d^{3} D_{2}$ | 49.8 ns |  |  |
| $6 d^{2}{ }^{3} F_{3}$ | $40.7 \mu \mathrm{~s}$ | $7 s 5 f^{3} F_{2}$ | 21.7 ns | $7 s 8 d^{3} D_{3}$ | 38.8 ns |  |  |

We give the the lifetimes and the polarizabilities in Tables 5.2 and 5.3 respectively. Currently the latest Ra lifetime measurements show $422 \pm 20 \mathrm{~ns}$ for the $7 s 7 p^{3} P_{1}$ state [110] and $385 \pm 45 \mu$ s for the $7 s 6 d^{1} D_{2}$ state [111]. Comparing these measurements with our calculated values we got $7 \%$ difference $7 s 7 p^{3} P_{1}$ lifetime and $27 \%$ difference for for $7 s 6 d^{1} D_{2}$ lifetime. We note that the $E 1$ operator in the matrix element used to calculate the lifetimes contains only the second order and random phase approximation (RPA) term so we can expect some uncertainty coming from higher order terms. As for the polarizability, there is currently no known experimental measurement or other theoretical calculation for comparison.

The hyperfine structure constants for ${ }^{223} \mathrm{Ra}$ isotope are given in Table 5.4. These

Table 5.3: Scalar and tensor polarizabilities of Ra few low-lying states in $a_{0}^{3}$. The scalar polarizabilities are given in column $\alpha_{v}^{(0)}$ and tensor polarizabilities in $\alpha_{v}^{(2)}$.

| State | $\alpha_{v}^{(0)}$ | $\alpha_{v}^{(2)}$ | State | $\alpha_{v}^{(0)}$ | $\alpha_{v}^{(2)}$ |
| :---: | ---: | :---: | :---: | ---: | ---: |
| $7 s^{21} S_{0}$ | 246.37 |  | $7 s 6 d^{3} D_{1}$ | 651.7 | 1229 |
| $7 s 7 p^{3} P_{0}$ | 2233 |  | $7 s 6 d^{3} D_{2}$ | 102000 | -101711 |
| $7 s 7 p^{3} P_{1}$ | -170600 | 16421 | $7 s 6 d^{1} D_{2}$ | 241.7 | -21.95 |
| $7 s 7 p^{3} P_{2}$ | -346 | -5.75 | $7 s 6 d^{3} D_{3}$ | 625.7 | -438.4 |
| $7 s^{21} P_{1}$ | 241 | -88.3 |  |  |  |

values are calculated using the total nuclear spin $I=3 / 2$ and nuclear gyromagnetic ratio $\mu=0.713$ [112]. Both the electric dipole constant $A$ and the magnetic quadrupole constant $B$ are given along with previously measured values taken from [113]. We can see that our theoretical results differ by $7-16 \%$ when compared to the experimental measurements. By similar argument as before, these differences might result from the higher order terms of the matrix element operator.

As a summary, we have briefly reviewed the theory of lifetime, atomic polarizabilities, and hyperfine structure. The calculation of these properties is carried out for ${ }^{223} \mathrm{Ra}$ using the CI+all-order formalism. These results will be helpful for the development of Ra EDM search experiment.

### 5.2 Parity violations in Cs and Fr

The parity violating effects in atomic transitions come from the weak interactions between the quarks in nucleons and the electron or between the electron and other electrons. The latter effect is small and will not be discussed in this work. The weak interaction is based on the vector-axial vector (V-A) interaction. Therefore, for nucleon-electron interaction, there can be two types of terms in general, nucleon vector current term with electron axial vector current or electron vector current with nucleon axial vector current term. The main difference between these two types of terms is

Table 5.4: Hyperfine constants of ${ }^{223} \mathrm{Ra}$ few low lying states in MHz with $I=3 / 2$ and $\mu=0.713$ [112]. The hyperfine constants $A$ and $B$ are given in their corresponding column, known measurement from experiment [113] are given in column "Expt.".

| Level | $A$ | Expt. | $B$ | Expt. |
| :---: | ---: | ---: | ---: | ---: |
| $7 s 6 d^{3} D_{1}$ | -654 |  | 119 |  |
| $7 s 6 d^{3} D_{2}$ | 399 |  | 206 |  |
| $7 s 6 d^{3} D_{3}$ | 441 |  | 327 |  |
| $7 s 6 d^{1} D_{2}$ | -188 |  | 429 |  |
| $7 s 7 p^{3} P_{1}$ | 1346 | 1202.1 | -431 | -470.2 |
| $7 s 7 p^{3} P_{2}$ | 799 | 699.9 | 643 | 688.5 |
| $7 s 7 p^{1} P_{1}$ | -404 | -344.5 | 471 | 421.5 |

their dependency on the nuclear spin. For this reason, the first type of term is called the (nuclear) spin-independent term and the second type of term is called the (nuclear) spin-dependent term.

The spin independent Hamiltonian is given by [114, 115]

$$
\begin{equation*}
H^{\mathrm{si}}=\frac{G}{2 \sqrt{2}} \gamma_{5} Q_{W} \rho_{N}(r) \tag{5.9}
\end{equation*}
$$

where $G$ is the Fermi coupling constant, $Q_{W}$ weak charge, and $\rho_{N}(r)$ neutron density. $\gamma_{5}$ is defined by $\gamma_{5}=i \gamma_{0} \gamma_{1} \gamma_{2} \gamma_{3} \gamma_{4}$ where $\gamma_{\mu}$ is the Dirac matrices. In the standard model, the weak charge is given by

$$
\begin{equation*}
Q_{W}=-N+Z\left(1-4 s^{2}\right) \approx-N \tag{5.10}
\end{equation*}
$$

where $s^{2}=\sin ^{2} \theta_{W} \approx 1 / 4$ with $\theta_{W}$ the weak mixing angle.
There are three contributions to the spin dependent PNC hamiltonian. The first contribution comes from the nucleon, this arises when the nucleus has one unpaired nucleon. For this interaction, the hamiltonian is given by [114, 115]

$$
\begin{equation*}
H_{(1)}^{\mathrm{sd}}=-\frac{G}{\sqrt{2}} \kappa_{n} \alpha \cdot \mathbf{I} \rho_{N}(r) \tag{5.11}
\end{equation*}
$$

with a coupling constant $\kappa_{n}$. This coupling constant has been calculated in the extreme shell model [116] which give $\kappa_{n}\left({ }^{133} \mathrm{Cs}\right)=0.0151$ and $\kappa_{n}\left({ }^{133} \mathrm{Cs}\right)=0.0124$. The second contribution comes from the anapole moment, this is a toroidal moment that exist due to the weak interaction in nuclei first predicted in $[117,118]$. The spin dependent hamiltonian due to anapole moment is given by $[114,115]$

$$
\begin{equation*}
H_{(2)}^{\mathrm{sd}}=\frac{G}{\sqrt{2}} \kappa_{a} \alpha \cdot \mathbf{I} \rho_{N}(r), \tag{5.12}
\end{equation*}
$$

where the anapole coupling constant $\kappa_{a}$ depends on the weak processes in the nucleus [119]. The theoretical estimate of the anapole moment coupling constant gives $\kappa_{n}\left({ }^{133} \mathrm{Cs}\right)=0.063-0.084$ while the experimental measurement gives $\kappa_{n}\left({ }^{133} \mathrm{Cs}\right)=$ $0.09(2)[120,64]$.The third source of the spin dependent term arises from the perturbation of hyperfine nuclear interaction to the spin independent term, this term is given by $[114,115]$

$$
\begin{equation*}
H_{(3)}^{\text {sd }}=\frac{G}{\sqrt{2}} \kappa_{\mathrm{hi}} \alpha \cdot \mathbf{I} \rho_{N}(r) . \tag{5.13}
\end{equation*}
$$

The coupling constant $\kappa_{\text {hi }}$ has been calculated in [121], the result for ${ }^{133} \mathrm{Cs}$ and ${ }^{205} \mathrm{Tl}$ are $\kappa_{\mathrm{hi}}\left({ }^{133} \mathrm{Cs}\right)=0.0078$ and $\kappa_{\mathrm{hi}}\left({ }^{205} \mathrm{Tl}\right)=0.044$. Combining all the three sources, the total spin dependent hamiltonian is given by

$$
\begin{equation*}
H^{(\mathrm{sd})}=\frac{G}{\sqrt{2}} \kappa \alpha \cdot \mathbf{I} \rho_{N}(r) \tag{5.14}
\end{equation*}
$$

where

$$
\begin{equation*}
\kappa=\kappa_{n}+\kappa_{a}+\kappa_{\mathrm{hi}} \tag{5.15}
\end{equation*}
$$

As a summary, evaluation of the spin independent term enable a precise determination of weak charge $Q_{W}$ and evaluation of the spin dependent term enable an accurate determination of constant $\kappa$ from which weak nuclear forces can be derived.

### 5.2.1 PNC amplitude

In the PNC atomic experiment, the ratio of highly forbidden dipole transition $E 1_{\mathrm{PNC}}$ to its tensor transition probability $\beta, \operatorname{Im}\left(E 1_{\mathrm{PNC}}\right) / \beta$, is measured for two different total angular momentum $\mathbf{F}=\mathbf{I}+\mathbf{J}$. By knowing the transition probability $\beta$, the
different contributions from the spin-independent amplitude and the spin dependent amplitude can then be extracted from the two results. The spin-independent amplitude is extracted by taking the average of the two ratios, and the spin dependent amplitude is extracted from their difference. To illustrate this, in the Cs PNC experiment the Boulder group has measured $\operatorname{Im}\left(E 1_{\mathrm{PNC}}\right) / \beta=-1.6349(80) \mathrm{mV} / \mathrm{cm}$ for $6 s_{F=4}$ to $7 s_{F=3}$ and $\operatorname{Im}\left(E 1_{\mathrm{PNC}}\right) / \beta=-1.5576(77) \mathrm{mV} / \mathrm{cm}$ for $6 s_{F=4}$ to $7 s_{F=3}$ [60]. From these results, the difference is $0.077(11) \mathrm{mV} / \mathrm{cm}$, and the average is $1.5935(56) \mathrm{mV} / \mathrm{cm}$. Comparing the average of these results with the theoretical spin independent amplitude, Porsev et al. [62] extracted the weak charge and obtained $Q_{W}=-73.16(29)_{\exp }(20)_{\text {th }}$ which is in perfect agreement with the result from the standard model.

We now discuss the calculation of the PNC spin independent and spin dependent amplitude.

### 5.2.1.1 Spin independent amplitude

The transition matrix element from Eq. (5.9) is given by

$$
\begin{equation*}
\langle a| H^{\mathrm{si}}|b\rangle=-i \frac{G}{\sqrt{8}} Q_{W} \delta_{-\kappa_{a}, \kappa_{b}} \delta_{m_{a}, m_{b}} \int_{0}^{\infty} d r \rho(r)\left(-g_{a} f_{b}+f_{a} g_{b}\right), \tag{5.16}
\end{equation*}
$$

where $f$ and $g$ are the large and small components or the radial Dirac wavefunction respectively. Note that the violation of parity is imposed by the Kronecker delta.

The spin independent PNC amplitude is given by

$$
\begin{equation*}
E_{\mathrm{PNC}}^{\mathrm{si}}=\left\langle n^{\prime} s\right| D|n s\rangle . \tag{5.17}
\end{equation*}
$$

The state $|n s\rangle$ and $\left|n^{\prime} s\right\rangle$ can mix with other states through the weak interaction which results in nonzero amplitude for this transition. Using sum over states method, the spin independent amplitude can be written as [114, 115]

$$
\begin{equation*}
E_{\mathrm{PNC}}^{\mathrm{si}}=\sum_{m} \frac{\left\langle n^{\prime} s\right| D\left|m p_{1 / 2}\right\rangle\left\langle m p_{1 / 2}\right| H^{\mathrm{si}}|n s\rangle}{E_{n s}-E_{m p_{1 / 2}}}+\sum_{m} \frac{\left\langle n^{\prime} s\right| H^{\mathrm{si}}\left|m p_{1 / 2}\right\rangle\left\langle m p_{1 / 2}\right| D|n s\rangle}{E_{n^{\prime} s}-E_{m p_{1 / 2}}}, \tag{5.18}
\end{equation*}
$$

or using the reduced matrix element (see appendix A for a review on the angular momentum diagram)

$$
\begin{align*}
E_{\mathrm{PNC}}^{\mathrm{si}}= & -\left.\right|_{j m_{j}} ^{j^{\prime} m_{j}^{\prime}} 10 \sum_{m}\left\{\frac{\left\langle n^{\prime} s\|D\| m p_{1 / 2}\right\rangle\left\langle m p_{1 / 2}\left\|H^{\mathrm{si}}\right\| n s\right\rangle}{E_{n s}-E_{m p_{1 / 2}}}\right. \\
& \left.+\frac{\left\langle n^{\prime} s\left\|H^{\mathrm{s} i}\right\| m p_{1 / 2}\right\rangle\left\langle m p_{1 / 2}\|D\| n s\right\rangle}{E_{n^{\prime} s}-E_{m p_{1 / 2}}}\right\} \tag{5.19}
\end{align*}
$$

the initial and final total angular momentum is $j=j^{\prime}=\frac{1}{2}$ and by convention the PNC amplitude is defined with $m_{j}=m_{j^{\prime}}=\frac{1}{2}$ which gives
$E_{\mathrm{PNC}}^{\mathrm{si}}=\frac{1}{\sqrt{6}} \sum_{m}\left\{\frac{\left\langle n^{\prime} s\|D\| m p_{1 / 2}\right\rangle\left\langle m p_{1 / 2}\right|\left|H^{\mathrm{si}}\right||n s\rangle}{E_{n s}-E_{m p_{1 / 2}}}+\frac{\left\langle n^{\prime} s \| H^{\mathrm{si}}\right|\left|m p_{1 / 2}\right\rangle\left\langle m p_{1 / 2}\|D\| n s\right\rangle}{E_{n^{\prime} s}-E_{m p_{1 / 2}}}\right\}$.

### 5.2.1.2 Spin dependent amplitude

In general, the spin dependent amplitude depends on the total nuclear spin $F=J+I$

$$
\begin{equation*}
E_{\mathrm{PNC}}^{\mathrm{sd}}=\left\langle n^{\prime} s, F^{\prime} M_{F^{\prime}}\right| D\left|n s, F M_{F}\right\rangle . \tag{5.21}
\end{equation*}
$$

Using sum over states method as before, the spin dependent amplitude is given by

$$
\begin{align*}
\left\langle n^{\prime} s, F^{\prime} M_{F^{\prime}}\right| D\left|n s, F M_{F}\right\rangle= & \sum_{m} \\
& \left\{\frac{\left\langle n^{\prime} s, F^{\prime} M_{F^{\prime}}\right| D|m\rangle\langle m| H^{\mathrm{sd}}\left|n s, F M_{F}\right\rangle}{E_{n s}-E_{m}}\right.  \tag{5.22}\\
& \left.+\frac{\left\langle n^{\prime} s, F^{\prime} M_{F^{\prime}}\right| H^{\text {sd }}|m\rangle\langle m| D\left|n s, F M_{F}\right\rangle}{E_{n^{\prime} s}-E_{m}}\right\} .
\end{align*}
$$

In order to express this amplitude in reduced matrix element form we need to expand the hyperfine states $|F M\rangle$ and carry out the summation over the magnetic angular momentum. The hyperfine states can be expanded in term of electron angular state
$\left|s m_{s}\right\rangle$ and the the nuclear spin state $|I \mu\rangle$ using the angular momentum diagram (see appendix A)

$$
\begin{equation*}
|F M\rangle=-\underbrace{j m_{j}}_{I \mu} F M\left|j m_{j}\right\rangle|I \mu\rangle \tag{5.23}
\end{equation*}
$$

We first expand the spin dependent hamiltonian Eq. (5.14) in the spherical basis

$$
\begin{equation*}
H^{\mathrm{sd}}=\sum_{\lambda}(-1)^{\lambda} I_{-\lambda} h_{\lambda}^{\mathrm{sd}} \tag{5.24}
\end{equation*}
$$

so the amplitude can be reduced to

$$
\begin{align*}
& \times \sum_{n}\left\{\frac{1}{E_{n s}-E_{n}}\left\langle j^{\prime} m_{j^{\prime}}\right| D\left|j_{n} m_{n}\right\rangle\left\langle j_{n} m_{n}\right| h_{\lambda}^{\mathrm{sd}}|j m\rangle\left\langle I \mu_{n}\right| I_{-\lambda}|I \mu\rangle \delta\left(\mu^{\prime}, \mu_{n}\right)\right. \\
& \left.+\frac{1}{E_{n^{\prime} s}-E_{n}}\left\langle j^{\prime} m_{j^{\prime}}\right| h_{\lambda}^{\text {sd }}\left|j_{n} m_{n}\right\rangle\left\langle j_{n} m_{n}\right| D|j m\rangle\left\langle I \mu^{\prime}\right| I_{-\lambda}\left|I \mu_{n}\right\rangle \delta\left(\mu_{n}, \mu\right)\right\} \\
& =\sum_{\lambda} \sum_{\substack{m_{j^{\prime}} m_{j} \\
\mu^{\prime} \mu}}(-1)^{\lambda}-\underbrace{j^{\prime} m_{j^{\prime}}}_{I^{\prime} \mu^{\prime}} F^{\prime} M_{F^{\prime}}-\underbrace{j m_{j}}_{I \mu} F M_{F}-\left.\right|_{I \mu} ^{I \mu^{\prime}} 1,-\lambda\langle I||I||I\rangle \\
& \times \sum_{n}\{\frac{1}{E_{n s}-E_{n}}-\overbrace{j_{n} m_{n}}^{j^{\prime} m_{j^{\prime}}} 1,0-\left.\right|_{j m_{j}} ^{j_{n} m_{n}} 1, \lambda\left\langle j^{\prime}\right|\left|D \| j_{n}\right\rangle\left\langle j_{n}\left\|h^{\text {sd }}\right\| \mid j\right\rangle \\
& +\frac{1}{E_{n}^{\prime} s-E_{n}}-\left\{\begin{array}{|}
j_{n} m_{n} \\
j^{\prime} m_{j^{\prime}} \\
\sum_{j m_{j}} \\
j_{n} m_{n} \\
\underbrace{}_{n}\left\langle j^{\prime}\right|\left|h^{\mathrm{sd}} \| j_{n}\right\rangle\left\langle j_{n}\|D\| j\right\rangle
\end{array}\right\} . \tag{5.25}
\end{align*}
$$

Now, since

$$
\begin{equation*}
\langle I||I||I\rangle=\sqrt{I(I+1)(2 I+1)} \tag{5.26}
\end{equation*}
$$

and

$$
\begin{equation*}
(-1)^{\lambda}-\left.\right|_{I \mu} ^{I \mu^{\prime}} 1,-\lambda=-\left.\right|_{I \mu^{\prime}} ^{I \mu} 1, \lambda \tag{5.27}
\end{equation*}
$$

we obtain, after summing over the magnetic quantum number

$$
\begin{align*}
& \left\langle n^{\prime} s, F^{\prime} M_{F^{\prime}}\right| D\left|n s, F M_{F}\right\rangle=-\left.\right|_{F M_{F}} ^{F^{\prime} M_{F^{\prime}}} \\
& \quad \times \sqrt{(2 F+1)(2 F+1)} \sqrt{I(I+1)(2 I+1)} \\
& \quad \times \sum_{n}\left\{(-1)^{j-j^{\prime}+1}\left\{\begin{array}{lll}
F^{\prime} & F & 1 \\
j_{n} & j^{\prime} & I
\end{array}\right\}\left\{\begin{array}{ccc}
I & j_{n} & F \\
j & I & 1
\end{array}\right\} \frac{\left\langle j^{\prime}\|D\| j_{n}\right\rangle\left\langle j_{n}\left\|h^{\mathrm{sd}}\right\| j\right\rangle}{E_{n s}-E_{n}}\right. \\
& \left.\quad+(-1)^{F-F^{\prime}+1}\left\{\begin{array}{lll}
F^{\prime} & F & 1 \\
j_{n} & j^{\prime} & I
\end{array}\right\}\left\{\begin{array}{ccc}
I & j_{n} & F \\
j^{\prime} & I & 1
\end{array}\right\} \frac{\left\langle j^{\prime}\left\|h^{\mathrm{sd}}\right\| j_{n}\right\rangle\left\langle j_{n}\|D\| j\right\rangle}{E_{n^{\prime} s}-E_{n}}\right\} \tag{5.28}
\end{align*}
$$

Note that the reduced matrix element $\left\langle n^{\prime} s, F^{\prime}\right||D \| n s, F\rangle$ is given by the second, third and fourth line of the previous equation.

The reduced matrix element $\langle a|\left|h^{\text {sd }} \| b\right\rangle$ in Eq. (5.28) is given by

$$
\begin{equation*}
\left\langle a\left\|h^{\mathrm{sd}}\right\| b\right\rangle=i \frac{G_{F}}{\sqrt{2}} \kappa \int_{0}^{\infty} d r \rho_{N}(r)\left(f_{a} g_{b}\left\langle-\kappa_{a}\|\sigma\| \kappa_{b}\right\rangle-f_{b} g_{a}\left\langle\kappa_{a}\|\sigma\|-\kappa_{b}\right\rangle\right), \tag{5.29}
\end{equation*}
$$

where

$$
\begin{align*}
& \left\langle-\kappa_{a}\|\sigma\| \kappa_{b}\right\rangle=(-1)^{j_{a}+l_{b}-1 / 2} \sqrt{6\left[j_{a}\right]\left[j_{b}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & 1 \\
1 / 2 & 1 / 2 & l_{b}
\end{array}\right\} \delta\left(l_{b} \bar{l}_{a}\right)  \tag{5.30}\\
& \left\langle\kappa_{a}\|\sigma\|-\kappa_{b}\right\rangle=(-1)^{j_{a}+l_{a}-1 / 2} \sqrt{6\left[j_{a}\right]\left[j_{b}\right]}\left\{\begin{array}{ccc}
j_{a} & j_{b} & 1 \\
1 / 2 & 1 / 2 & l_{a}
\end{array}\right\} \delta\left(l_{a} \bar{l}_{b}\right) \tag{5.31}
\end{align*}
$$

and

$$
\begin{equation*}
\bar{l}=l(-\kappa) . \tag{5.32}
\end{equation*}
$$

In our work, we calculate the spin independent, spin dependent amplitude and matrix elements using all order method.

Table 5.5: Absolute values of the spin-dependent PNC reduced matrix elements for $6 s-7 s$ transition in Cs calculated using different approximations. DFlowest order Dirac Fock, RPA and all-order

| $F_{F}-F_{I}$ | DF | RPA | all-order |
| :---: | :---: | :---: | :---: |
| $3-4$ | $5.481[-12]$ | $7.299[-12]$ | $7.798[-12]$ |
| $4-3$ | $4.746[-12]$ | $6.432[-12]$ | $7.080[-12]$ |

In Table 5.5 we show the result of spin dependent reduced matrix element of Cs $6 s-7 s$ transition with $F=3\left(F^{\prime}=4\right)$ and $F=4\left(F^{\prime}=3\right)$. We calculate the matrix elements using three different approximations, relativistic Dirac-Hartree-Fock (DHF), DHF plus RPA and all-order. Our value of anapole coupling constant is $\kappa_{a}=0.88$ which is $5 \%$ lower than the value used in [64]. We find that with more inclusion of the correlation corrections, the individual PNC matrix elements significantly change, however the shift in the total spin-dependent PNC amplitude is relatively small.

In Table 5.6 we show the transition contribution to the total spin independent PNC amplitude and reduced matrix element spin dependent for $7 s-8 s$ transition in ${ }^{210} \mathrm{Fr}$ calculated using various approximations. Depending on the electronic state $n$, we separate the contributions into three categories: from the main term ( $n=7-25$ ), core $(n=2-6)$, and the tail $(n=26-70)$. The core and tail contributions are calculated using DHF with RPA and the main contributions using the all order method. We use four different variants of the all order: SD, SDpT, SDsc, and SDpTsc. The SDsc/SDpTsc refer to the SD/SDpT methods with empirical energy scaling. For the main contributions, the final values and accuracies are taken by evaluating the four all order results. For the core and tail contributions, the RPA value is taken as the final value with the difference between DF and RPA values taken as the uncertainty. We find that the core and tail give less than $1 \%$ contribution to the total spin independent amplitude whereas they give slightly more contribution of about $12 \%$ to the total spin dependent amplitude.

Table 5.6: Spin-independent PNC amplitude $E 1_{\text {PNC }}$ (in $10^{-11} i|e| a_{0}\left(-Q_{W} / N\right)$ and reduced matrix elements $\left\langle 8 s F_{F}\|z\| 7 s F_{I}\right\rangle$ of the spin-dependent PNC amplitude in a.u. divided by $\kappa$ for $7 s-8 s$ transition in ${ }^{210} \mathrm{Fr}$ calculated using various approximations.

| ${ }^{210} \mathrm{Fr}$ | $E 1_{\text {PNC }}$ | SD-PNC: $\left\langle 8 s F_{F} \\|\right\|\left\|\left\|7 s F_{I}\right\rangle\right.$ |  |
| :--- | :---: | :---: | :---: |
|  |  | $F_{I}=4, F_{F}=5$ | $F_{I}=5, F_{F}=4$ |
| Main term $n=7-25$ |  |  |  |
| DF | 12.50 | 7.15 | -8.00 |
| RPA | 14.62 | 9.83 | -10.76 |
| All-order SD | 14.39 | 9.86 | -10.80 |
| All-order SDpT | 14.47 | 9.66 | -10.60 |
| All-order SDsc | 14.30 | 9.39 | -10.32 |
| All-order SDpTsc | 14.39 | 9.47 | -10.40 |
| Final | $14.39(9)$ | $9.60(47)$ | $-10.53(48)$ |
| Core $n=2-6$ |  |  |  |
| DF | -0.03 | -0.23 | 0.30 |
| RPA | -0.06 | -0.93 | 0.93 |
| Final | $-0.06(2)$ | $-0.93(35)$ | $0.93(35)$ |
| Tail $n=26-70$ |  |  |  |
| DF | -0.03 | 0.06 | -0.06 |
| RPA | -0.04 | 0.29 | -0.29 |
| Final | $-0.04(1)$ | $0.29(23)$ | $-0.29(23)$ |
| Total | $14.29(10)$ | $8.96(62)$ | $-9.88(62)$ |

Table 5.7: Comparison of the spin-independent PNC amplitude, in $10^{-11} i\left|a_{0}\right| a_{0}\left(-Q_{W} / N\right)$ for the $7 s-8 s$ transition in ${ }^{210} \mathrm{Fr}$ with other results.

|  | Present | Ref. [122] | Ref. [124] | Ref. [123] |
| :---: | :---: | :---: | :---: | :---: |
| ${ }^{223} \mathrm{Fr}$ | $15.70(10)$ | $15.90(16)$ | $15.41(17)$ | 15.72 |
| ${ }^{210} \mathrm{Fr}$ | $14.29(10)$ |  | $14.02(15)$ | 14.34 |

Finally, we summarize our results of the ${ }^{223} \mathrm{Fr}$ and ${ }^{210} \mathrm{Fr}$ spin-independent amplitude and compare them with other theoretical results in Table 5.7. We found that our results agree within theoretical uncertainty with the results from [122] and [123].

## Chapter 6

## SPECIFIC MASS SHIFT CALCULATIONS OF Na, K, AND Rb

The atomic nucleus is far heavier than the electrons. Therefore it is a common approximation to assume an infinite nucleus mass to simplify the calculation of an atomic system. A finite nuclear mass will induce a small correction in the atom electronic spectrum. This correction is referred as the isotope shift.

Isotope shift consists of two main terms, mass shift and field shift. Mass shift arises from the nuclear recoil and field shift arises from the finite size of the nuclear charge distribution. Mass shift is further divided into 2 parts, normal mass shift (NMS) $-(1 / 2 M) \sum_{i} p_{i}^{2}$ and specific mass shift (SMS) $(1 / 2 M) \sum_{i \neq j} \mathbf{p}_{i} \cdot \mathbf{p}_{j}$. While the former can be evaluated accurately, it is hard to do the same with the latter. Field shift is obtained from the operator $\delta V / \delta\left\langle r^{2}\right\rangle$ where $V$ is the nuclear potential and $\left\langle r^{2}\right\rangle$ is the mean-square radius of the nucleus.

### 6.1 Method

We will now derive the formulation for the NMS and SMS. The Hamiltonian for a single valence system with $N$ electrons and atomic mass $M_{A}$ is given by

$$
\begin{equation*}
H\left(\overrightarrow{r_{0}}, \overrightarrow{r_{i}}, \overrightarrow{p_{0}}, \overrightarrow{p_{i}}\right)=\frac{p_{0}^{2}}{2 M_{A}}+\sum_{i} \frac{p_{i}^{2}}{2 m_{e}}+\sum_{i} V_{e-N}\left(\overrightarrow{r_{i}}-\overrightarrow{r_{0}}\right)+\frac{1}{2} \sum_{i \neq j} V_{e-e}\left(\overrightarrow{r_{i}}-\overrightarrow{r_{j}}\right) \tag{6.1}
\end{equation*}
$$

Where $i=1, \ldots, N$, the index $i$ is for the electron and 0 for the nucleus. If we do the following coordinate transformation

$$
\begin{align*}
\vec{\rho}_{i} & =\vec{r}_{i}-\vec{r}_{0}  \tag{6.2}\\
\vec{R} & =\frac{M_{A} \vec{r}_{0}+m_{e} \sum_{i} \vec{r}_{i}}{M_{T}} \tag{6.3}
\end{align*}
$$

with $M_{T}=M_{A}+N m_{e}$, Eq. (6.1) can be rewritten as

$$
\begin{equation*}
H\left(\vec{\rho}_{i}, \vec{\pi}_{i}\right)=\sum_{i} \frac{\pi_{i}^{2}}{2 \mu}+\sum_{i} V_{e-N}\left(\vec{\rho}_{i}\right)+\frac{1}{2} \sum_{i \neq j} V_{e-e}\left(\vec{\rho}_{i}-\vec{\rho}_{j}\right)+\frac{1}{2 M_{A}} \sum_{i \neq j} \vec{\pi}_{i} \cdot \vec{\pi}_{j} \tag{6.4}
\end{equation*}
$$

In the Eq. (6.4), $\vec{\pi}_{i}$ is the generalized conjugate momentum of $\vec{\rho}_{i}$ and $\mu$ is the reduced mass given by

$$
\begin{equation*}
\mu=\frac{M_{A} m_{e}}{M_{A}+m_{e}} . \tag{6.5}
\end{equation*}
$$

The first and fourth terms in Eq. (6.4) are the corrections that arise from using finite nuclear mass as opposed to using infinite one.

The first term of Eq. (6.4) will create a normal mass shift (NMS), it scales the Rydberg constant by the ratio $\mu / m_{e}$ so the shift is given by

$$
\begin{equation*}
\delta E_{N M S}=E_{\mu}-E_{m_{e}}=\left(\frac{\mu}{m_{e}}-1\right) E_{m_{e}}=-\frac{m_{e}}{M_{A}+m_{e}} E_{m_{e}}=-\frac{m_{e}}{M_{A}} E_{\mu} \tag{6.6}
\end{equation*}
$$

Here, $E_{m_{e}}$ is the energy calculated using the infinite nuclear mass assumption and $E_{\mu}$ is the energy obtained without one. We may use Eq. (6.6) to evaluate the normal mass shift by replacing $E_{\mu}$ with experimental energy to obtain an accurate approximation to the normal mass shift.

The fourth term of Eq. (6.4) contributes to what is referred as specific mass shift (SMS)

$$
\begin{equation*}
\delta E_{S M S}=\frac{1}{2 M_{A}}\left\langle\sum_{i \neq j} \vec{\pi}_{i} \cdot \overrightarrow{\pi_{j}}\right\rangle . \tag{6.7}
\end{equation*}
$$

We commonly calculate the matrix element using the infite nuclear mass assumption, therefore we need to scale the above expression. Since momentum is directly proportional to mass so that $\vec{p}_{i} \propto m_{e}$ and $\vec{\pi}_{i} \propto \mu$ then we can relate both momentum by $\vec{p}_{i}=\mu \vec{\pi}_{i} / m_{e}$. Therefore Eq. (6.7) can be written as

$$
\begin{equation*}
\delta E_{S M S}=\frac{1}{2 M_{A}}\left(\frac{\mu}{m_{e}}\right)^{2}\left\langle\sum_{i \neq j} \vec{p}_{i} \cdot \vec{p}_{j}\right\rangle=\frac{M_{A}}{2\left(M_{A}+m_{e}\right)^{2}}\left\langle\sum_{i \neq j} \vec{p}_{i} \cdot \vec{p}_{j}\right\rangle . \tag{6.8}
\end{equation*}
$$

Hence we can obtain the specific mass shift by multiplying the transition matrix element $\langle i j| \frac{1}{2} \sum_{i \neq j} \vec{p}_{i} \cdot \vec{p}_{j}|k l\rangle$ with $\frac{M_{A}}{\left(M_{A}+m_{e}\right)^{2}}$.

In the second quantization, the SMS operator $P=\frac{1}{2} \sum_{i \neq j} \vec{p}_{i} \cdot \vec{p}_{j}$ can be expressed as a sum of one-partice operator $S$ and two-particle operator $T$

$$
\begin{align*}
P & =S+T \\
& =\sum_{i j} t_{i j}: a_{i}^{\dagger} a_{j}:+\frac{1}{2} \sum_{i j k l} t_{i j k l}: a_{i}^{\dagger} a_{j}^{\dagger} a_{l} a_{k}: \tag{6.9}
\end{align*}
$$

where $t_{i j k l}=\langle i j| \mathbf{p}_{1} \cdot \mathbf{p}_{2}|k l\rangle$ and $t_{i j}=-\sum_{a} t_{i a a j}$. In the angular momentum basis, the operator $t_{i j k l}$ can be decomposed as

$$
\begin{equation*}
t_{i j k l}=\sum_{\lambda}(-1)^{\lambda}\langle i| p_{\lambda}|k\rangle\langle j| p_{-\lambda}|l\rangle . \tag{6.10}
\end{equation*}
$$

This can be expressed diagrammatically as

$$
\begin{equation*}
\langle i j| \mathbf{p}_{1} \cdot \mathbf{p}_{2}|k l\rangle=-\stackrel{{ }_{k}}{\left.\underset{l}{1}\right|_{l} ^{j}+T_{1}(i j k l), ~} \tag{6.11}
\end{equation*}
$$

where the term $T_{1}(i j k l)$ is given by

$$
\begin{equation*}
T_{1}(i j k l)=-\left\langle\kappa_{i}\left\|C_{1}\right\| \kappa_{k}\right\rangle\left\langle\kappa_{j}\left\|C_{1}\right\| \kappa_{l}\right\rangle P(i k) P(j l) \tag{6.12}
\end{equation*}
$$

Here, $\kappa$ is the relativistic total angular momentum, $\left\langle\kappa_{i}\left\|C_{1}\right\| \kappa_{j}\right\rangle$ is the reduced matrix element of a normalized spherical harmonic operator given by

$$
\begin{align*}
\left\langle\kappa_{i}\left\|C_{1}\right\| \kappa_{j}\right\rangle & =(-1)^{j_{i}+1 / 2} \sqrt{\left(2 j_{i}+1\right)\left(2 j_{j}+1\right)}\left(\begin{array}{ccc}
j_{j} & j_{i} & 1 \\
-1 / 2 & 1 / 2 & 0
\end{array}\right) \Pi\left(l_{j}+l_{i}+1\right) \\
\Pi(l) & =\left\{\begin{array}{c}
1, \text { if } l \text { is even } \\
0, \text { if } l \text { is odd }
\end{array},\right. \tag{6.13}
\end{align*}
$$

and $P(i j)$ is the radial matrix element of the momentum operator given by

$$
\begin{equation*}
P(b a)=-i m_{e} c \int_{0}^{\infty} d r\left[\left(\kappa_{b}-\kappa_{a}-1\right) g_{b}(r) f_{a}(r)+\left(\kappa_{b}-\kappa_{a}+1\right) f_{b}(r) g_{a}(r)\right] \tag{6.15}
\end{equation*}
$$

In Eq. (6.15), $f_{a}(r)$ and $g_{a}(r)$ are the small and large radial components of the Dirac wavefunction respectively.

The calculation of the specific mass shift operators $S$ and $T$ in the third order MBPT formalism has been done in [71]. This was done by replacing the Coulomb matrix elements $\left(V_{H F}-U\right)_{i j}$ with $\left(V_{H F}-U\right)_{i j}+t_{i j}$ and $g_{i j k l}$ with $g_{i j k l}+t_{i j k l}$ in the first-, second- and third-order energy [1]. Here, we calculate for the first time the SMS operator within the framework of all-order formalism. The complete one- and two-body matrix elements used to calculate this operator are given in chapter 2.

### 6.2 Results

Since the all-order two-body operator is being tested for the first time in this calculation, it is important to evaluate its performance by comparing them with the results obtained earlier using the third order MBPT.

First, we were checking the convergence behavior of the SD all-order two-body terms by calculating the terms from Eq. (2.86)-(2.109) for the $3 s$ state of Na. In the calculation of $\mathrm{Na}, 3 s$ energy level using SD all-order, eight iterations were required to reach convergence. We calculated the two-body terms for every iteration 1 to 8 to check their convergence. The results are shown in Table 6.1 where each column represents the values of each term after every iteration and the total $T$ are given in the last row. We can see that most of the terms converge in 2 to 4 iterations except for $T^{(b)}, T^{(c)}, T^{(o)}, T^{(p)}, T^{(u)}, T^{(v)}$ and $T^{(w)}$ terms which require about 6 iteration to converge. We can also see that the final value of $T$ are dominated by $T^{(b)}, T^{(c)}, T^{(p)}, T^{(v)}$ and $T^{(w)}$ terms. Thus the two-body terms converged within the energy convergence range.

It is worth noting that the combined terms $T^{(b)}$ and $T^{(c)}$ at zeroth iteration are equal to the second order two-particle SMS matrix element $T^{(2)}$ [71]. This is because at the zeroth iteration the double excitation coefficient recovers the Coulomb matrix elements which in turns give the exact formula of the two-particle SMS matrix element $T^{(2)}$. We can also see that term $T^{(p)}$ makes a significant jump from the zeroth to the first iteration. This term starts to pick up fourth order term in their first iteration, considering that they contribute to about $10 \%$ from the total SMS constant,

Table 6.1: Contributions to the SD all-order two particle operator SMS constant after every all-order iteration iteration in GHz amu for $\mathrm{Na} 3 s$ state. The two body terms in the first column are given in Eqs. (2.86)-(2.109).

| iteration | 0 | 1 | 2 | 3 | 4 | 5 | 6 | 7 | 8 |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
| $T^{(a)}$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $T^{(b)}$ | 27.21 | 26.10 | 25.96 | 25.98 | 25.98 | 25.97 | 25.98 | 25.99 | 25.99 |
| $T^{(c)}$ | 67.83 | 79.25 | 77.11 | 77.62 | 77.30 | 77.29 | 77.27 | 77.26 | 77.26 |
| $T^{(d)}$ | 0.00 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 |
| $T^{(e)}$ | 0.00 | 0.27 | 0.27 | 0.32 | 0.32 | 0.32 | 0.33 | 0.33 | 0.33 |
| $T^{(f)}$ | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 | 0.00 |
| $T^{(g)}$ | 0.00 | -0.05 | -0.05 | -0.05 | -0.06 | -0.06 | -0.06 | -0.06 | -0.06 |
| $T^{(h)}$ | 0.00 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 | -0.01 |
| $T^{(i)}$ | 0.00 | 0.10 | 0.13 | 0.14 | 0.15 | 0.15 | 0.15 | 0.15 | 0.15 |
| $T^{(j)}$ | 0.00 | 0.02 | 0.04 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 | 0.05 |
| $T^{(k)}$ | 0.00 | 0.09 | 0.12 | 0.13 | 0.13 | 0.13 | 0.13 | 0.13 | 0.13 |
| $T^{(l)}$ | 0.00 | 0.73 | 0.83 | 0.91 | 0.93 | 0.93 | 0.94 | 0.94 | 0.94 |
| $T^{(m)}$ | 0.00 | -0.02 | -0.05 | -0.06 | -0.06 | -0.06 | -0.06 | -0.06 | -0.06 |
| $T^{(n)}$ | 0.00 | -0.15 | -0.15 | -0.15 | -0.16 | -0.16 | -0.16 | -0.16 | -0.16 |
| $T^{(o)}$ | 0.00 | 1.52 | 1.52 | 1.66 | 1.67 | 1.69 | 1.69 | 1.69 | 1.69 |
| $T^{(p)}$ | 0.00 | 14.15 | 14.72 | 16.24 | 16.39 | 16.59 | 16.59 | 16.59 | 16.59 |
| $T^{(q)}$ | 0.33 | 0.63 | 0.64 | 0.66 | 0.66 | 0.66 | 0.66 | 0.66 | 0.66 |
| $T^{(r)}$ | 1.45 | 1.55 | 1.62 | 1.63 | 1.63 | 1.63 | 1.64 | 1.64 | 1.64 |
| $T^{(s)}$ | -0.16 | -0.13 | -0.14 | -0.14 | -0.14 | -0.14 | -0.14 | -0.14 | -0.14 |
| $T^{(t)}$ | 4.96 | 5.61 | 6.18 | 6.30 | 6.36 | 6.38 | 6.39 | 6.39 | 6.39 |
| $T^{(u)}$ | 0.72 | 0.41 | -0.08 | -0.14 | -0.19 | -0.21 | -0.21 | -0.21 | -0.21 |
| $T^{(v)}$ | -33.84 | -36.38 | -39.34 | -39.82 | -40.12 | -40.22 | -40.23 | -40.23 | -40.23 |
| $T^{(w)}$ | 43.71 | 48.09 | 53.40 | 54.18 | 54.70 | 54.87 | 54.87 | 54.87 | 54.87 |
| $T^{(x)}$ | 1.64 | 1.62 | 1.66 | 1.66 | 1.66 | 1.66 | 1.66 | 1.66 | 1.66 |
| total | 113.85 | 143.39 | 144.37 | 147.10 | 147.18 | 147.45 | 147.47 | 147.47 | 147.47 |

this shows the importance of high order terms in the calculation of two particle SMS matrix element.

Next we make term by term comparisons between the SD all-order and MBPT two body terms. At the zeroth iteration, Eqs. (2.102-2.109) recover the third order two-particle SMS matrix elements. Furthermore at the first iteration, the core double and core valence excitation coefficients are given by

$$
\begin{align*}
\left(\epsilon_{a b}-\epsilon_{m n}\right) \rho_{m n a b}= & g_{m n a b}+\sum_{c d} \frac{g_{c d a b} g_{m n c d}}{\epsilon_{c d}-\epsilon_{m n}}+\sum_{r s} \frac{g_{m n r s} g_{r s a b}}{\epsilon_{a b}-\epsilon_{r s}}+\left[\sum_{r c} \frac{\tilde{g}_{c n r b} \tilde{g}_{m r a c}}{\epsilon_{a c}-\epsilon_{m r}}\right] \\
& +\left[\begin{array}{c}
a \leftrightarrow b \\
m \leftrightarrow n
\end{array}\right],  \tag{6.16}\\
\left(\epsilon_{v b}-\epsilon_{m n}+\delta E_{v}\right) \rho_{m n v b}= & g_{m n v b}+\sum_{c d} \frac{g_{c d v b} g_{m n c d}}{\epsilon_{c d}-\epsilon_{m n}}+\sum_{r s} \frac{g_{m n r s} g_{r s v b}}{\epsilon_{v b}-\epsilon_{r s}}+\left[\sum_{r c} \frac{\tilde{g}_{c n r b} \tilde{g}_{m r v c}}{\epsilon_{v c}-\epsilon_{m r}}\right] \\
& +\left[\begin{array}{c}
v \leftrightarrow b \\
m \leftrightarrow n
\end{array}\right] . \tag{6.17}
\end{align*}
$$

Therefore, ignoring $\delta E_{v}$, the second, third, fourth and fifth terms in the previous equations will recover the third order two-particle SMS matrix elements when plugged to Eqs. (2.87) and (2.88).

We list the nonzero SD two particle SMS terms and their MBPT counterpart in Table 6.2. The first column is the valence two-particle SD matrix element and the second column is the corresponding terms from MBPT equation given in appendix B. By comparing with the total third order two-particle terms, we can see that the SD terms only cover 21 out of 36 total third order terms. Thus there are 15 missing terms in the SD equation in the third order.

We show the values of the third-order missing terms and compare them with $T^{(S D)}$ values for $\mathrm{Na}, \mathrm{K}$ and Rb states in Table 6.3. The row labeled $T^{(S D)}$ shows the values of $T^{(S D)}$, the row labelled "missing terms" shows the values of third order missing terms and the row labeled (\%) shows the percentage of the missing terms and the $T^{(S D)}$. We can see that the missing terms contribute to about $15-165 \%$ of the total

Table 6.2: List of equivalent two particle matrix elements between SD and third order MBPT [71]. The values in the second column refer to the terms from the second and third order MBPT approach given in appendix B.

| SD | MBPT |
| :--- | :---: |
|  | zeroth iteration |
| $T^{(q)}$ | $($ B. 70$)$ |
| $T^{(r)}$ | $(\mathrm{B} .79)$ |
| $T^{(s)}$ | $(\mathrm{B} .76)$ |
| $T^{(t)}$ | $(\mathrm{B} .58)$ |
| $T^{(u)}$ | $(\mathrm{B} .64)$ |
| $T^{(v)}$ | $(\mathrm{B} .61)$ |
| $T^{(w)}$ | $(\mathrm{B} .67)+(\mathrm{B} .73)$ |
| $T^{(x)}$ | $(\mathrm{B} .52)+(\mathrm{B} .82)$ |
|  | first iteration |
|  | $(\mathrm{B} .49)+(\mathrm{B} .71)+(\mathrm{B} .72)+(\mathrm{B} .74)+(\mathrm{B} .80)+(\mathrm{B} .81)+(\mathrm{B} .83)$ |
| $T^{(b)}$ | $(\mathrm{B} .50)+(\mathrm{B} .65)+(\mathrm{B} .66)+(\mathrm{B} .68)+(\mathrm{B} .77)+(\mathrm{B} .84)+(\mathrm{B} .86)$ |

two-particle matrix element, these give significant errors to the SD calculation when excluded.

We give the breakdown on isotope shift contribution for $\mathrm{Na}, \mathrm{K}$ and Rb in different approaches in Tables 6.4, 6.5 and 6.6 respectively. The one-particle SMS matrix elements obtained using SD and SDpT method are given in $S^{(\mathrm{SD})}$ and $S^{(\mathrm{SDpT})}$ respectively. $T^{(2)}$ and $T^{(3)}$ give the second and third order MBPT two-particle matrix elements; $T^{(\mathrm{SD})}$ and $T^{(\mathrm{SDpT})}$ give the SD and SDpT two-particle matrix elements; the values in row labelled "miss." gives the missing third order terms and the sum of $T^{(\mathrm{SD})}$ and the missing terms are given in " $T$ (SDpT) + miss.". The total SMS matrix elements constants in HF, MBPT, SD and SDpT are given in $P^{(1)}, P^{(\mathrm{MBPT})}, P^{(\mathrm{SD})}$ and $P^{(\mathrm{SDpT})}$ respectively. We also add the missing terms to the total SDpT isotope shift and put the results in the row labeled " $P^{(\mathrm{SDpT})}+$ miss.".

We can see from comparing the results of SD and SDpT one- and two-body matrix elements that there is less than $5 \%$ difference for the lower states $s$ and $p$. The

Table 6.3: Comparison between the $T^{(S D)}$ and the missing third order terms for Na and K states in GHz amu.

|  | Na |  |  |  |  |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  | $3 s$ | $3 p_{1 / 2}$ | $3 p_{3 / 2}$ | $3 d_{3 / 2}$ | $3 d_{5 / 2}$ |
| $T^{(S D)}$ | 146.6 | 42.9 | 42.7 | 1.2 | 1.2 |
| missing terms | -53.2 | -16.0 | -15.9 | -1.9 | -1.9 |
| $\Delta(\%)$ | 36.3 | 37.3 | 37.2 | 162.6 | 162.7 |
|  |  |  | K |  |  |
|  | $4 s$ | $4 p_{1 / 2}$ | $4 p_{3 / 2}$ | $3 d_{3 / 2}$ | $3 d_{5 / 2}$ |
| $T^{(S D)}$ | 232.3 | 69.8 | 68.9 | 93.6 | 93.3 |
| missing terms | -97.0 | -35.1 | -34.7 | -15.8 | -15.8 |
| $\Delta(\%)$ | 41.8 | 50.2 | 50.4 | 16.9 | 16.9 |
|  |  |  | Rb |  |  |
|  | $5 s$ | $5 p_{1 / 2}$ | $5 p_{3 / 2}$ | $4 d_{3 / 2}$ | $4 d_{5 / 2}$ |
| $T^{(S D)}$ | 357.9 | 97.4 | 92.3 | 201.7 | 196.7 |
| missing terms | -186.8 | -62.8 | -60.2 | -39.2 | -38.6 |
| $\Delta(\%)$ | 52.2 | 64.5 | 65.2 | 19.4 | 19.6 |

higher $d$ states show large difference, about $50-112 \%$ for the one-body and $9-20 \%$ for two-body matrix elements; these differences are more prominent in the heavier system K and Rb . The difference between the SD and SDpT total SMS matrix elements is less than $14 \%$. A similar behavior can also be seen between the two-body SMS matrix elements of the third-order MBPT and SDpT+miss which differs by up to $20 \%$ for $s$ and $p$ states but up to $177 \%$ for the $d$ states. The difference between the total SMS matrix elements of the third order MBPT and SDpT+miss. varies between 3-72\%.

Experimental values of specific mass isotope shift constants has been extracted for Na in [125] and for K and Rb in [126]. In Table 6.7 we give the comparison between experiment and theoretical values. We list the values for the first order (HF), third order (MBPT) [71, 126], all-order (SD and SDpT) and the SD+missing MBPT terms. The transitional specific-mass isotope shift constants are obtained by substracting the values from the corresponding states which are $3 p_{1 / 2}-3 s$ for $\mathrm{Na}, 4 s-4 p_{1 / 2}$ for K and

Table 6.4: Contributions to specific-mass isotope-shift constants (GHz amu) for Na in different approaches.

|  | $3 s$ | $3 p_{1 / 2}$ | $3 p_{3 / 2}$ | $3 d_{3 / 2}$ | $3 d_{5 / 2}$ |
| :--- | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |
| $S^{(\mathrm{SD})}$ | 194.7 | 51.6 | 51.5 | 2.6 | 2.6 |
| $S^{(\mathrm{SDpT})}$ | 205.2 | 51.6 | 51.5 | 2.8 | 2.8 |
| $T^{(2)}$ |  |  |  |  |  |
| $T^{(3)}$ | 95.0 | 28.2 | 28.1 | -0.4 | -0.4 |
| $T^{(2)}+T^{(3)}$ | -24.3 | -7.5 | -7.5 | -0.5 | -0.5 |
| $T^{(\mathrm{SD})}$ | 70.7 | 20.6 | 20.6 | -0.9 | -0.9 |
| $T^{(\mathrm{SDpT})}$ | 146.9 | 43.2 | 43.1 | 1.1 | 1.1 |
| miss. $^{(S)}+$ miss. | 146.6 | 42.8 | 42.7 | 1.2 | 1.1 |
| $T^{(\text {SDp })}+$ | 93.4 | -16.0 | -15.9 | -1.9 | -1.9 |
|  | 26.8 | 27.2 | -0.7 | -0.8 |  |
| $P^{(1)}$ | -222.0 | -115.6 | -115.5 | -4.8 | -4.9 |
| $P^{(\mathrm{MBPT})}$ | 53.9 | -43.4 | -43.4 | -3.0 | -3.0 |
| $P^{(\mathrm{SD})}$ | 130.1 | -20.8 | -20.9 | -1.0 | -1.0 |
| $P^{(\mathrm{SDpT})}$ | 119.3 | -21.1 | -21.3 | -1.1 | -1.1 |
| $P^{(\mathrm{SDpT})}+$ miss. | 76.6 | -37.2 | -37.2 | -2.7 | -2.9 |

Table 6.5: Contributions to specific-mass isotope-shift constants ( GHz amu ) for K in different approaches.

|  | $4 s$ | $4 p_{1 / 2}$ | $4 p_{3 / 2}$ | $3 d_{3 / 2}$ | $3 d_{5 / 2}$ | $4 d_{3 / 2}$ | $4 d_{5 / 2}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |
| $S^{(\mathrm{SD})}$ | 202.9 | 66.3 | 63.3 | -47.9 | -47.7 | -32.1 | -31.8 |
| $S^{(\mathrm{SDpT})}$ | 202.9 | 66.3 | 66.0 | -26.8 | -26.7 | -19.1 | -18.9 |
| $T^{(2)}$ |  |  |  |  |  |  |  |
| $T^{(3)}$ | 143.2 | 35.8 | 35.5 | 19.0 | 19.1 | 14.4 | 14.4 |
| $T^{(2)}+T^{(3)}$ | -32.9 | -8.2 | -8.1 | -13.3 | -13.4 | -8.9 | -8.9 |
| $T^{\text {(SD) }}$ | 110.4 | 27.7 | 27.4 | 5.7 | 5.8 | 5.5 | 5.5 |
| $T^{(\mathrm{SDpT})}$ | 232.2 | 69.8 | 68.9 | 93.6 | 93.3 | 60.6 | 60.3 |
| miss. $^{2} .6$ | 226.6 | 68.1 | 67.3 | 76.5 | 76.4 | 50.0 | 49.8 |
| $T^{(\text {SDpT })}+$ miss. | -97 | -35.1 | -34.7 | -15.8 | -15.8 | -8.2 | -8.2 |
|  |  | 33.0 | 32.6 | 60.7 | 60.6 | 41.8 | 41.6 |
| $P^{(1)}$ | -387.9 | -118.7 | -117.7 | -113.8 | -114.5 | -74.8 | -75.2 |
| $P^{(\mathrm{MBPT})}$ | -74.6 | -24.8 | -24.3 | -134.8 | -135.5 | -88.4 | -88.5 |
| $P^{(\mathrm{SD})}$ | 47.2 | 17.4 | 14.5 | -68.1 | -68.9 | -46.3 | -46.6 |
| $P^{(\mathrm{SDpT})}$ | 41.6 | 15.6 | 15.6 | -64.0 | -64.8 | -43.9 | -44.2 |
| $P^{(\mathrm{SDpT})}+$ miss. | -55.4 | -19.4 | -19.1 | -79.9 | -80.6 | -52.1 | -52.5 |

Table 6.6: Contributions to specific-mass isotope-shift constants ( GHz amu ) for Rb in different approaches.

|  | $5 s$ | $5 p_{1 / 2}$ | $5 p_{3 / 2}$ | $4 d_{3 / 2}$ | $4 d_{5 / 2}$ | $5 d_{3 / 2}$ | $5 d_{5 / 2}$ |
| :--- | ---: | ---: | ---: | ---: | ---: | ---: | ---: |
|  |  |  |  |  |  |  |  |
| $S^{(\mathrm{SD})}$ | 280.3 | 105.4 | 104.7 | -42.6 | -41.2 | 2.7 | 3.9 |
| $S^{(\mathrm{SDpT})}$ | 289.4 | 107.4 | 106.3 | -17.9 | -17.1 | 9.6 | 10.5 |
| $T^{(2)}$ |  |  |  |  |  |  |  |
| $T^{(3)}$ | 220.1 | 46.6 | 44.2 | 42.0 | 42.5 | 28.6 | 28.7 |
| $T^{(2)}+T^{(3)}$ | -82.1 | -18.8 | -21.2 | -34.2 | -34.4 | -21.2 | -21.2 |
| $T^{\text {(SD) }}$ | 137.9 | 27.8 | 23.1 | 7.8 | 8.0 | 7.4 | 7.5 |
| $T^{(\mathrm{SDpT})}$ | 357.9 | 97.4 | 92.3 | 201.7 | 196.7 | 85.3 | 82.3 |
| miss. $^{2} .3$ | 348.3 | 94.6 | 89.7 | 168.1 | 164.6 | 74.9 | 72.6 |
| $T^{(\text {SDpT })}+$ miss. | -186.8 | -62.8 | -60.2 | -39.2 | -38.6 | -18.8 | -18.4 |
|  | 161.5 | 31.8 | 29.5 | 128.9 | 126.0 | 56.1 | 54.2 |
| $P^{(1)}$ | -590.5 | -150.7 | -144.2 | -218.5 | -222.2 | -132.7 | -133.9 |
| $P^{(\mathrm{MBPT})}$ | -163.2 | -15.6 | -14.8 | -228.6 | -231.3 | -115.7 | -115.8 |
| $P^{(\mathrm{SD})}$ | 47.7 | 52.1 | 52.7 | -59.4 | -66.7 | -44.7 | -47.6 |
| $P^{(\mathrm{SDpT})}$ | 47.2 | 51.2 | 51.8 | -68.3 | -74.7 | -48.1 | -50.8 |
| $P^{(\mathrm{SDpT})}+$ miss. | -139.6 | -11.5 | -8.4 | -107.5 | -113.3 | -67.0 | -69.2 |

$5 s-5 p_{3 / 2}$ for Rb . As can be seen, the final result of $\mathrm{SDpT}+$ miss total SMS isotope shift agrees by $3 \%$ for Na , but it disagrees for K and Rb . Our results differ with the previous third order MBPT result by $12-32 \%$. We need to point out that the missing terms added to the SD results were calculated using HF energies instead of SD energies. A more accurate calculation can be made by improving the method that incorporate the missing terms inside the SD framework.

Table 6.7: Comparison of specific-mass isotope-shift constants for $\mathrm{Na}, \mathrm{K}$ and Rb between experimental values and values from different approximation.

|  |  | Na |  |
| :--- | ---: | ---: | ---: |
|  | $3 s$ | $3 p_{1 / 2}$ | $3 p_{1 / 2}-3 s$ |
| HF | -222.0 | -115.6 | 106.4 |
| MBPT | 53.9 | -43.4 | -97.3 |
| SD | 130.1 | -20.8 | -150.9 |
| SDpT | 119.3 | -21.1 | -140.4 |
| SDpT+miss | 76.6 | -37.2 | -113.8 |
| expt. |  |  | -110.0 |
|  |  | K |  |
|  | $4 s$ | $4 p_{1 / 2}$ | $4 s-4 p_{1 / 2}$ |
| HF | -387.9 | -118.7 | -269.2 |
| MBPT | -74.6 | -24.8 | -49.9 |
| SD | 47.2 | 17.4 | 29.9 |
| SDpT | 41.6 | 15.6 | 26.0 |
| SDpT+miss | -55.4 | -19.4 | -36.0 |
| expt. |  |  | -16.4 |
|  |  | Rb |  |
|  | $5 s$ | $5 p_{1 / 2}$ | $5 s-5 p_{1 / 2}$ |
| HF | -590.5 | -144.2 | -446.3 |
| MBPT | -163.2 | -14.8 | -148.3 |
| SD | 47.7 | 52.7 | -5.0 |
| SDpT | 47.2 | 51.8 | -4.7 |
| SDpT+miss | -139.6 | -8.4 | -131.2 |
| expt. |  |  | -10.5 |

## Chapter 7

## CALCULATIONS OF ENERGIES, MATRIX ELEMENTS AND LIFETIMES OF HIGHLY CHARGED Mo AND Tc IONS

In this chapter, we calculate the properties of Mo and Tc ions. We determine the energies, transition matrix elements, and lifetimes of these ions. In order to determine the theoretical uncertainties we use multiple theoretical methods including the SD, SDpT, CI+MBPT and CI+all-order methods.

### 7.1 Results

We divide our calculations into two parts. In the first part, we show the results of Mo VI and Tc VII, which are monovalent systems. In the second part, we show the results of Mo VI and Tc VII, which are divalent systems. We provide the calculated results of the E1, M1 and E2 transition matrix elements. We obtain the transition rates for the corresponding transitions from the following formulas [6]

$$
\begin{align*}
A_{a b}^{E 1} & =\frac{2.02613 \times 10^{18}}{\lambda^{3}} \frac{\left|Z_{E 1}\right|^{2}}{\left[J_{a}\right]} \mathrm{s}^{-1}  \tag{7.1}\\
A_{a b}^{M 1} & =\frac{2.69735 \times 10^{13}}{\lambda^{3}} \frac{\left|Z_{M 1}\right|^{2}}{\left[J_{a}\right]} \mathrm{s}^{-1}  \tag{7.2}\\
A_{a b}^{E 2} & =\frac{1.1198 \times 10^{18}}{\lambda^{5}} \frac{\left|Z_{E 2}\right|^{2}}{\left[J_{a}\right]} \mathrm{s}^{-1} \tag{7.3}
\end{align*}
$$

for transition from state $a \rightarrow b$. In the above formulas, $Z$ is the reduced matrix element, $J_{a}$ is the total angular momentum of state $a$ and $\lambda$ is the transition wavelength in $\AA$. The lifetime $\tau$ in seconds can be obtained by taking the inverse sum of the transition rate to all possible final state

$$
\begin{equation*}
\tau_{i}=\frac{1}{\sum_{j} A_{i j}} \mathrm{~s} \tag{7.4}
\end{equation*}
$$

### 7.1.1 Mo VI and Tc VII

Mo VI and Tc VII have an equivalent electronic structure like Rb. Therefore, we can use SD and SDpT to calculate them by using the appropriate values for the nuclear parameters.

We show the theoretical results of the energies in Table 7.1 and the experimental values of Mo VI for comparison. We found for Mo VI, the SD values show agreed very well with the experiments with a difference of $0.0-0.7 \%$ excepts for $4 d_{5 / 2}$ state which differ by $4.2 \%$. The SDpT results of Mo VI give worse agreement with the experiments compared to the the SD results with a difference of $2.8-5.6 \%$. If we take the SD results as the best estimate and using the difference between the SD and SDpT as the theoretical errors then the theoretical results agree within the uncertainty with the experimental results. For the Tc VII, we can use the SD results as the best estimate, and the $0.4-4.8 \%$ difference between the SD and SDpT results can be taken as the theoretical uncertainties.

We show the theoretical transition matrix elements and the lifetime of Mo VI in Table 7.2 and Tc VII in Table 7.3. We also show the resulting lifetimes calculated using the values of SD matrix elements. We calculated the transition matrix elements using both the SD and SDpT methods for comparison. We found for both case of Mo VI and Tc VII, that these transition matrix elements mostly agrees with $2-5 \%$ differences, except for the following transitions. First, the $M 1$ transition of $5 s_{1 / 2}-4 d_{3 / 2}$ which has about $10 \%$ difference between the SD and SDpT values. Second, the $E 1$ transitions from $4 d$ to $4 f$ states which differ by $18-28 \%$ between the SD and SDpT values.

### 7.1.2 Mo V and Tc VI

Mo V and Tc VI have an equivalent electronic structure like Sr. Therefore, we can use CI + MBPT and CI+all-order to calculate them by using the appropriate values for the nuclear parameters.

We show the energies of several low lying states of Mo V in Table 7.4, and Tc VI in Table 7.5. For both Mo V and Tc VI, in general the calculated energies

Table 7.1: Energies of Mo VI and Tc VII ions in $\mathrm{cm}^{-1}$. We give the values of the ground state energy in the first row of both Mo VI and Tc VII. We give the value of the energies of the other states relative to the ground state. The results of DHF, SD and SDpT methods are given in the columns as labeled. Experimental results are taken from [90].

| Ion | Level | DHF | SD | SDpT | NIST |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Mo VI | $4 d_{3 / 2}$ | 542343 | 555043 | 564902 | 555127 |
|  | $4 d_{5 / 2}$ | 2478 | 2700 | 2716 | 2584 |
|  | $5 s_{1 / 2}$ | 115891 | 118920 | 126407 | 119726 |
|  | $5 p_{1 / 2}$ | 176947 | 181770 | 189594 | 182404 |
|  | $5 p_{3 / 2}$ | 181651 | 186792 | 194642 | 187331 |
|  | $4 f_{5 / 2}$ | 272818 | 267135 | 274643 | 267047 |
|  | $4 f_{7 / 2}$ | 272728 | 267449 | 275024 | 267457 |
|  | $5 d_{3 / 2}$ | 275332 | 282565 | 290767 | 282826 |
|  | $5 d_{5 / 2}$ | 276100 | 283380 | 291595 | 283611 |
| Tc VII | $4 d_{3 / 2}$ | 705148 | 718490 | 729100 |  |
|  | $4 d_{5 / 2}$ | 3326 | 3555 | 3569 |  |
|  | $5 s_{1 / 2}$ | 165429 | 168309 | 176368 |  |
|  | $5 p_{1 / 2}$ | 236031 | 240518 | 248892 |  |
|  | $5 p_{3 / 2}$ | 242272 | 247107 | 255510 |  |
|  | $4 f_{5 / 2}$ | 329554 | 314556 | 322739 |  |
|  | $4 f_{7 / 2}$ | 329461 | 315111 | 322739 |  |
|  | $5 d_{3 / 2}$ | 352662 | 359378 | 368149 |  |
|  | $5 d_{5 / 2}$ | 353715 | 360495 | 369282 |  |

Table 7.2: Transition matrix elements of Mo VI and lifetimes calculated using SD and SDpT methods are given. The lifetimes correspond to the initial state of the transition. We calculated the lifetimes using the values of $Z^{S D}$. The numbers in brackets represent powers of 10 .

| Transition | Type | $Z^{S D}$ | $Z^{S D p T}$ | Lifetime |
| :---: | :---: | :---: | :---: | :---: |
| $4 d_{5 / 2}-4 d_{3 / 2}$ | E2 | 1.2886 | 1.2657 | 6.10 s |
| $4 d_{5 / 2}-4 d_{3 / 2}$ | M1 | 1.5489 | 1.5489 |  |
| $5 s_{1 / 2}-4 d_{3 / 2}$ | E2 | 2.3026 | 2.2363 | $6.27[-5] \mathrm{s}$ |
| $5 s_{1 / 2}-4 d_{3 / 2}$ | M1 | $4.9534[-05]$ | $5.5233[-05]$ |  |
| $5 s_{1 / 2}-4 d_{5 / 2}$ | E2 | 2.8628 | 2.7823 |  |
| $5 p_{1 / 2}-4 d_{3 / 2}$ | E1 | $9.8934[-01]$ | $9.4225[-01]$ | 0.16 ns |
| $5 p_{1 / 2}-5 s_{1 / 2}$ | E1 | 1.7604 | 1.686 |  |
| $5 p_{3 / 2}-4 d_{3 / 2}$ | E1 | $4.3069[-01]$ | $4.1086[-01]$ | 0.14 ns |
| $5 p_{3 / 2}-4 d_{5 / 2}$ | E1 | 1.3157 | 1.2555 |  |
| $5 p_{3 / 2}-5 s_{1 / 2}$ | E1 | 2.4939 | 2.3899 |  |
| $4 f_{5 / 2}-4 d_{3 / 2}$ | E1 | 1.3207 | 1.0815 | 0.08 ns |
| $4 f_{5 / 2}-4 d_{5 / 2}$ | E1 | $3.5406[-01]$ | $3.5406[-01]$ |  |
| $4 f_{7 / 2}-4 d_{5 / 2}$ | E1 | 1.6395 | 1.3664 | 0.08 ns |
| $5 d_{3 / 2}-5 p_{1 / 2}$ | E1 | 2.7305 | 2.6586 | 0.22 ns |
| $5 d_{3 / 2}-5 p_{3 / 2}$ | E1 | 1.2499 | 1.2172 |  |
| $5 d_{3 / 2}-4 f_{5 / 2}$ | E1 | 2.8061 | 2.7315 |  |
| $5 d_{5 / 2}-5 p_{3 / 2}$ | E1 | 3.7424 | 3.6455 | 0.23 ns |
| $5 d_{5 / 2}-4 f_{7 / 2}$ | E1 | 3.3548 | 3.271 |  |

Table 7.3: Transition matrix elements of Tc VII and lifetimes calculated using SD and SDpT methods are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10 .

| Transition | Type | $Z^{S D}$ | $Z^{S D p T}$ | Lifetime |
| :---: | :---: | :---: | :---: | :---: |
| $4 d_{5 / 2}-4 d_{3 / 2}$ | E2 | 1.0682 | 1.0539 | 2.06 s |
| $4 d_{5 / 2}-4 d_{3 / 2}$ | M1 | 1.5488 | 1.5488 |  |
| $5 s_{1 / 2}-4 d_{3 / 2}$ | E2 | 1.8505 | 1.8054 | $1.61[-5] \mathrm{s}$ |
| $5 s_{1 / 2}-4 d_{3 / 2}$ | M1 | $5.0980[-05]$ | $5.6155[-05]$ |  |
| $5 s_{1 / 2}-4 d_{5 / 2}$ | E2 | 2.3033 | 2.2487 |  |
| $5 p_{1 / 2}-4 d_{3 / 2}$ | E1 | $8.5661[-01]$ | $8.1950[-01]$ | 0.09 ns |
| $5 p_{1 / 2}-5 s_{1 / 2}$ | E1 | 1.6132 | 1.5445 |  |
| $5 p_{3 / 2}-4 d_{3 / 2}$ | E1 | $3.7209[-01]$ | $3.5680[-01]$ | 0.08 ns |
| $5 p_{3 / 2}-4 d_{5 / 2}$ | E1 | 1.1383 | 1.0915 |  |
| $5 p_{3 / 2}-5 s_{1 / 2}$ | E1 | 2.2862 | 2.1902 |  |
| $4 f_{5 / 2}-4 d_{3 / 2}$ | E1 | $9.5650[-01]$ | $7.1867[-01]$ | 0.08 ns |
| $4 f_{5 / 2}-4 d_{5 / 2}$ | E1 | $2.5284[-01]$ | $1.9086[-01]$ |  |
| $4 f_{7 / 2}-4 d_{5 / 2}$ | E1 | $1.2136[+00]$ | $9.4496[-01]$ | 0.09 ns |
| $5 d_{3 / 2}-5 p_{1 / 2}$ | E1 | 2.4958 | 2.4245 | 0.16 ns |
| $5 d_{3 / 2}-5 p_{3 / 2}$ | E1 | 1.1422 | 1.11 |  |
| $5 d_{3 / 2}-4 f_{5 / 2}$ | E1 | 2.021 | 1.9769 |  |
| $5 d_{5 / 2}-5 p_{3 / 2}$ | E1 | 3.4211 | 3.3253 | 0.17 ns |
| $5 d_{5 / 2}-4 f_{7 / 2}$ | E1 | 2.4152 | 2.366 |  |

of the $4 d^{2}$ states are less accurate than the other states with $1-10 \%$ differences from the experimental values compared to the other states which differ by less than $1 \%$. For Mo V, we found that the results of the CI+All order are slightly more accurate than the results of the CI + MBPT especially for $4 d^{2}$ states which differ by $1-5 \%$ from the experimental values compared to the latter values which differ by 1-10\% from the experimental values. For Tc VI, we found that less than $1 \%$ difference between the results of $\mathrm{CI}+\mathrm{All}$ order and $\mathrm{CI}+\mathrm{MBPT}$ for $4 d 5 s$ and $4 d 5 p$ states. However, similar to the results in Mo V we also found less agreements between the CI+All order and CI +MBPT for the $4 d^{2}$ states where they differ by $3-34 \%$.

We show the calculated translational matrix elements and the lifetime of Mo V in Tables 7.6, 7.7, and 7.8; and Tc VI in Tables 7.9, 7.10, and 7.11. We show the theoretical values of the translational matrix elements calculated using the CI+all-order method.

Table 7.4: Energies of Mo V ions relative to the ground state in $\mathrm{cm}^{-1}$. The results of two different methods, CI+All-order and CI+MBPT, are given. Experimental energies [90] are given for comparisons.

| Level | CI+All | CI+MBPT | NIST |
| :---: | :---: | :---: | :---: |
| $4 d^{2}{ }^{3} F_{2}$ | 0 | 0 | 0 |
| $4 d^{2}{ }^{3} F_{3}$ | 1599.6 | 1600.9 | 1577.2 |
| $4 d^{2}{ }^{3} F_{4}$ | 3401.3 | 3428.7 | 3357.1 |
| $4 d^{2} D_{2}$ | 10509.9 | 11300.1 | 10190.1 |
| $4 d^{2}{ }^{3} P_{0}$ | 11441.3 | 12109.9 | 11161.3 |
| $4 d^{2}{ }^{3} P_{1}$ | 12075.9 | 12758.5 | 11806.9 |
| $4 d^{2}{ }^{3} P_{2}$ | 13743.1 | 14459.1 | 13408.3 |
| $4 d^{2}{ }^{1} G_{4}$ | 17059.1 | 17357 | 16353.4 |
| $4 d^{2}{ }^{1} S_{0}$ | 39597.2 | 40657.8 | 37737.8 |
| $4 d 5 s^{3} D_{1}$ | 92177.1 | 92790.8 | 92380.5 |
| $4 d 5 s^{3} D_{2}$ | 92925.3 | 93544.8 | 93111.4 |
| $4 d 5 s^{3} D_{3}$ | 94646.4 | 95287 | 94835.4 |
| $4 d 5 s^{1} D_{2}$ | 99542.6 | 100159 | 99380.4 |
| $4 d 5 p^{1} D_{2}^{o}$ | 147045.9 | 147935.1 | 146976.8 |
| $4 d 5 p^{3} D_{1}^{o}$ | 148891.9 | 149710.5 | 148948.7 |
| $4 d 5 p^{3} D_{2}^{o}$ | 150359.8 | 151219.7 | 150345.8 |
| $4 d 5 p^{3} F_{2}^{o}$ | 151451.6 | 152297.6 | 151213.2 |
| $4 d 5 p^{3} F_{3}^{o}$ | 151500.9 | 152345.1 | 151195.1 |
| $4 d 5 p^{3} D_{3}^{o}$ | 153257.8 | 154099.2 | 153039.7 |
| $4 d 5 p^{3} F_{4}^{o}$ | 155599.4 | 156463.5 | 155032.3 |
| $4 d 5 p^{3} P_{1}^{o}$ | 156855.2 | 157896.4 | 156616.5 |
| $4 d 5 p^{3} P_{0}^{o}$ | 157286.4 | 158343.7 | 157059.2 |
| $4 d 5 p^{3} P_{2}^{o}$ | 158060.2 | 159133.8 | 157851.5 |
| $4 d 5 p^{1} F_{3}^{o}$ | 160756.6 | 161469.3 | 159856.7 |
| $4 d 5 p^{1} P_{1}^{o}$ | 162689.8 | 163691.2 | 162257.1 |

Table 7.5: Energies of Tc VI ions relative to the ground state in $\mathrm{cm}^{-1}$. The results of two different methods, CI+All-order and CI+MBPT, are given. Experimental energies [90] are given for comparisons.

| Level | CI+ALL | CI + MBPT |
| :---: | :---: | :---: |
| $4 d^{2}{ }^{3} F_{2}$ | 0 | 0 |
| $4 d^{2} F_{3}$ | 2246.0 | 2179.4 |
| $4 d^{2}{ }^{3} F_{4}$ | 4692.2 | 4605.5 |
| $4 d^{2} D_{2}$ | 9738.8 | 12997.8 |
| $4 d^{2}{ }^{3} P_{0}$ | 12972.4 | 13606.7 |
| $4 d^{2}{ }^{3} P_{1}$ | 13832.8 | 14518.6 |
| $4 d^{2}{ }^{3} P_{2}$ | 15472.7 | 16958.6 |
| $4 d^{2} G_{4}$ | 18436.3 | 19785.5 |
| $4 d^{2}{ }^{1} S_{0}$ | 45024.5 | 46388 |
| $4 d 5 s^{3} D_{1}$ | 138543.4 | 139080.6 |
| $4 d 5 s^{3} D_{2}$ | 139450.8 | 140002.3 |
| $4 d 5 s^{3} D_{3}$ | 141806.9 | 142395.5 |
| $4 d 5 p^{1} D_{2}^{o}$ | 202980.6 | 203806.6 |
| $4 d 5 p^{3} D_{1}^{o}$ | 204860.5 | 205632.3 |
| $4 d 5 p^{3} D_{2}^{o}$ | 206916.3 | 207767 |
| $4 d 5 p^{3} F_{2}^{o}$ | 208350.2 | 209177.7 |
| $4 d 5 p^{3} F_{3}^{o}$ | 208579.8 | 209380.3 |
| $4 d 5 p^{3} D_{3}^{o}$ | 210815.9 | 211622.4 |
| $4 d 5 p^{3} F_{4}^{o}$ | 213930.5 | 214792.4 |
| $4 d 5 p^{3} P_{1}^{o}$ | 214602.3 | 215589.9 |
| $4 d 5 p^{3} P_{0}^{o}$ | 215219.5 | 216222.2 |
| $4 d 5 p^{3} P_{2}^{o}$ | 216267.2 | 217314.9 |
| $4 d 5 p{ }^{1} F_{3}^{o}$ | 219275.7 | 219743.6 |
| $4 d 5 p^{1} P_{1}^{o}$ | 221892.2 | 222857 |

Table 7.6: Transition matrix elements of Mo V and lifetimes calculated using CI+Allorder are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10 .

| Transition | Type | Z | Lifetime | Transition | Type | Z | Lifetime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 d^{2}{ }^{3} F_{3}-4 d^{2}{ }^{3} F_{2}$ | M1 | 2.559 | 9.73 s | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.2 | 0.05 s |
| $4 d^{2}{ }^{3} F_{3}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.669 |  | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{1} D_{2}$ | E2 | 2.204 |  |
| $4 d^{2}{ }^{3} F_{4}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.073 | 8.53 s | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0.112 |  |
| $4 d^{2}{ }^{3} F_{4}-4 d^{2}{ }^{3} F_{3}$ | M1 | 2.591 |  | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{3} P_{2}$ | E2 | 1.369 |  |
| $4 d^{2}{ }^{3} F_{4}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.655 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0 | 2.28[-04] s |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.24 | 1.35 s | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} F_{2}$ | E2 | 3.129 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.643 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} F_{3}$ | E2 | 2.267 |  |
| $4 d^{2}{ }^{1} D_{2} E 1-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.316 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.001 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.746 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.025 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 1.704 |  | $4 d 5 s{ }^{3} D_{1}-4 d^{2}{ }^{3} P_{0}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{0}-4 d^{2}{ }^{3} F_{2}$ | E2 | 1.691 | 16.0 s | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{0}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.733 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} P_{1}$ | E2 | 2.214 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.022 | 12.0 s | $4 d 5 s{ }^{3} D_{1}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} F_{2}$ | E2 | 1.626 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} P_{2}$ | E2 | 0.955 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} F_{3}$ | E2 | 2.355 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{1} S_{0}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.762 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0 | $2.26[-04] \mathrm{s}$ |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.357 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 2.727 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} P_{0}$ | M1 | 1.41 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.059 | 1.82 s | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 3.503 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.418 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 2.386 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.133 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.001 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 1.505 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.525 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 2.81 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} P_{0}$ | E2 | 1.872 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{1} D_{2}$ | M1 | 1.167 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.082 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} P_{1}$ | E2 | 0.929 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} P_{0}$ | E2 | 1.386 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} P_{1}$ | M1 | 1.385 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} P_{2}$ | E2 | 1.938 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} P_{1}$ | E2 | 2.009 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{1} G_{4}$ | E2 | 0.98 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.267 | 1.31 s | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{1} S_{0}$ | E2 | 0 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.179 |  | $4 d 5 s{ }^{3} D_{2}-4 d 5 s{ }^{3} D_{1}$ | M1 | 2.082 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.072 |  | $4 d 5 s{ }^{3} D_{2}-4 d 5 s{ }^{3} D_{1}$ | E2 | 1.466 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{4}$ | M1 | 0.231 |  | $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0 | $2.23[-04] \mathrm{s}$ |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{4}$ | E2 | 0.312 |  | $4 d 5 s{ }^{3} D_{3}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.786 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.545 |  | $4 d 5 s{ }^{3} D_{3}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} P_{2}$ | E2 | 1.117 |  | $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{3}$ | E2 | 2.732 |  |

Table 7.7: (Cont.) Transition matrix elements of Mo V and lifetimes calculated using CI+All-order are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10 .

| Transition | Type | Z | Lifetime | Transition | Type | $Z$ | Lifetime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{4}$ | M1 | 0 |  | $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.081 |  |
| $4 d 5 s{ }^{3} D_{3}-4 d^{2}{ }^{3} F_{4}$ | E2 | 5.213 |  | $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 1.132 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.001 |  | $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.008 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.603 |  | $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.385 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} P_{1}$ | E2 | 2.217 |  | $4 d 5 p^{1} D_{2}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 1.242 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0 |  | $4 d 5 p{ }^{1} D_{2}^{o}-4 d 5 s{ }^{3} D_{2}$ | E1 | 1.628 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} P_{2}$ | E2 | 2.73 |  | $4 d 5 p{ }^{1} D_{2}^{o}-4 d 5 s{ }^{3} D_{3}$ | E1 | 0.006 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} G_{4}$ | M1 | 0 |  | $4 d 5 p{ }^{1} D_{2}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 2.163 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} G_{4}$ | E2 | 0.392 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 1.359 | 0.19 ns |
| $4 d 5 s^{3} D_{3}-4 d 5 s^{3} D_{1}$ | E2 | 0.508 |  | $4 d 5 p{ }^{3} D_{1}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.006 |  |
| $4 d 5 s{ }^{3} D_{3}-4 d 5 s{ }^{3} D_{2}$ | M1 | 2.12 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} P_{0}$ | E1 | 0.459 |  |
| $4 d 5 s^{3} D_{3}-4 d 5 s^{3} D_{2}$ | E2 | 1.581 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.226 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.002 | $2.08[-04] \mathrm{s}$ | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.004 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.005 |  | $4 d 5 p{ }^{3} D_{1}^{o}-4 d^{2}{ }^{1} S_{0}$ | E1 | 0.113 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.003 |  | $4 d 5 p^{3} D_{1}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 1.828 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.648 |  | $4 d 5 p^{3} D_{1}^{o}-4 d 5 s{ }^{3} D_{2}$ | E1 | 1.43 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 0.075 |  | $4 d 5 p^{3} D_{1}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 0.134 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.001 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.777 | 0.22 ns |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{1} D_{2}$ | E2 | 3.258 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 1.269 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} P_{0}$ | E2 | 0.22 |  | $4 d 5 p{ }^{3} D_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.633 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0.002 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.619 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} P_{1}$ | E2 | 0.172 |  | $4 d 5 p{ }^{3} D_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.302 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0.002 |  | $4 d 5 p{ }^{3} D_{2}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 0.043 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} P_{2}$ | E2 | 2.73 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 2.014 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{1} G_{4}$ | E2 | 5.737 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 1.588 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{1} S_{0}$ | E2 | 1.931 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 1.588 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s^{3} D_{1}$ | M1 | 0.404 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.407 | 0.30 ns |
| $4 d 5 s^{1} D_{2}-4 d 5 s^{3} D_{1}$ | E2 | 0.286 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 1.139 |  |
| $4 d 5 s^{1} D_{2}-4 d 5 s^{3} D_{2}$ | M1 | 0.17 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.691 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s{ }^{3} D_{2}$ | E2 | 0.279 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.25 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s^{3} D_{3}$ | M1 | 0.412 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.142 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s^{3} D_{3}$ | E2 | 0.308 |  | $4 d 5 p{ }^{3} F_{2}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 2.662 |  |
| $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.832 | 0.35 ns | $4 d 5 p^{3} F_{2}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 0.663 |  |

Table 7.8: (Cont.) Transition matrix elements of Mo V and lifetimes calculated using CI+All-order are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10 .

| Transition | Type | Z | Lifetime | Transition | Type | $Z$ | Lifetime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 d 5 p^{3} F_{2}^{o}-4 d 5 s{ }^{3} D_{3}$ | E1 | 0.376 |  | $4 d 5 p^{3} P_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.092 | 0.25 ns |
| $4 d 5 p^{3} F_{2}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 1.094 |  | $4 d 5 p^{3} P_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.212 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.313 | 0.26 ns | $4 d 5 p^{3} P_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.389 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 1.251 |  | $4 d 5 p{ }^{3} P_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.691 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} F_{4}$ | E1 | 1.188 |  | $4 d 5 p{ }^{3} P_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 1.36 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.299 |  | $4 d 5 p{ }^{3} P_{2}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 0.348 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.429 |  | $4 d 5 p^{3} P_{2}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 1.31 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{1} G_{4}$ | E1 | 0.294 |  | $4 d 5 p{ }^{3} P_{2}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 2.326 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 1.342 |  | $4 d 5 p^{3} P_{2}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 0.853 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 3.166 |  | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.036 | 0.16 ns |
| $4 d 5 p{ }^{3} F_{3}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 0.752 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.131 |  |
| $4 d 5 p{ }^{3} D_{3}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.199 | 0.25 ns | $4 d 5 p{ }^{1} F_{3}^{o}-4 d^{2}{ }^{3} F_{4}$ | E1 | 0.171 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.45 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.044 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} F_{4}$ | E1 | 1.673 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.167 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.229 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d^{2}{ }^{1} G_{4}$ | E1 | 2.545 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.446 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 0.511 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{1} G_{4}$ | E1 | 0.168 |  | $4 d 5 p^{1} F_{3}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 0.634 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 3.186 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 3.295 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 1.491 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.059 | 0.25 ns |
| $4 d 5 p^{3} D_{3}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 0.248 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.716 |  |
| $4 d 5 p^{3} F_{4}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.363 | 0.40 ns | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} P_{0}$ | E1 | 0.227 |  |
| $4 d 5 p^{3} F_{4}^{o}-4 d 5 s^{3} F_{4}$ | E1 | 1.417 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.16 |  |
| $4 d 5 p^{3} F_{4}^{o}-4 d 5 s^{1} G_{4}$ | E1 | 0.109 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.682 |  |
| $4 d 5 p{ }^{3} F_{4}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 3.952 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{1} S_{0}$ | E1 | 0.746 |  |
| $4 d 5 p^{3} P_{1}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.189 | 0.30 ns | $4 d 5 p{ }^{1} P_{1}^{o}-4 d 5 s{ }^{3} D_{1}$ | E1 | 0.092 |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.671 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 0.4 |  |
| $4 d 5 p^{3} P_{1}^{o}-4 d^{2}{ }^{3} P_{0}$ | E1 | 0.611 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 2.12 |  |
| $4 d 5 p^{3} P_{1}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.633 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.503 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{1} S_{0}$ | E1 | 0.191 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{0}-4 d 5 s^{3} D_{1}$ | E1 | 1.39 |  |  |  |  |  |
| $4 d 5 p^{3} P_{1}^{0}-4 d 5 s^{3} D_{2}$ | E1 | 1.639 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{0}-4 d 5 s{ }^{1} D_{2}$ | E1 | 1.639 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{0}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.711 | 0.25 ns |  |  |  |  |
| $4 d 5 p{ }^{3} P_{0}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 1.257 |  |  |  |  |  |

Table 7.9: Transition matrix elements of Tc VI and lifetimes calculated using CI + Allorder are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10 .

| Transition | Type | E1 | Lifetime | Transition | Type | E1 | Lifetime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 d^{2}{ }^{3} F_{3}-4 d^{2}{ }^{3} F_{2}$ | M1 | 2.562 | 3.51 s | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.131 | 0.03 s |
| $4 d^{2}{ }^{3} F_{3}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.543 |  | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.985 |  |
| $4 d^{2}{ }^{3} F_{4}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.051 | 3.41 s | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0.131 |  |
| $4 d^{2}{ }^{3} F_{4}-4 d^{2}{ }^{3} F_{3}$ | M1 | 2.589 |  | $4 d^{2}{ }^{1} S_{0}-4 d^{2}{ }^{3} P_{2}$ | E2 | 0.681 |  |
| $4 d^{2}{ }^{3} F_{4}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.53 |  | $4 d 5 s{ }^{3} D_{1}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.001 | $4.61[-05] \mathrm{s}$ |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.228 | 2.11 s | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} F_{2}$ | E2 | 2.461 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.383 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} F_{3}$ | E2 | 1.788 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.308 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.007 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.306 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.584 |  |
| $4 d^{2}{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 0.853 |  | $4 d 5 s{ }^{3} D_{1}-4 d^{2}{ }^{3} P_{0}$ | M1 | 0.002 |  |
| $4 d^{2}{ }^{3} P_{0}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.024 | 12.8 s | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0.003 |  |
| $4 d^{2}{ }^{3} P_{0}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.369 |  | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} P_{1}$ | E2 | 1.74 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.024 | 5.09 s | $4 d 5 s^{3} D_{1}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0.002 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} F_{2}$ | E2 | 1.325 |  | $4 d 5 s{ }^{3} D_{1}-4 d^{2}{ }^{3} P_{2}$ | E2 | 0.922 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} F_{3}$ | E2 | 1.917 |  | $4 d 5 s{ }^{3} D_{1}-4 d^{2}{ }^{1} S_{0}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.424 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.006 | $4.54[-05] \mathrm{s}$ |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.687 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 2.145 |  |
| $4 d^{2}{ }^{3} P_{1}-4 d^{2}{ }^{3} P_{0}$ | M1 | 1.408 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.004 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.008 | 1.06 s | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 2.734 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.466 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 1.891 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.164 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.002 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 1.333 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.987 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 2.534 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} P_{0}$ | E2 | 1.46 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.711 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0.002 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.03 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} P_{1}$ | E2 | 0.73 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} P_{0}$ | E2 | 1.215 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} P_{1}$ | M1 | 1.523 |  | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{3} P_{2}$ | E2 | 1.687 |  |
| $4 d^{2}{ }^{3} P_{2}-4 d^{2}{ }^{3} P_{1}$ | E2 | 1.523 |  | $4 d 5 s^{3} D_{2}-4 d^{2}{ }^{1} G_{4}$ | E2 | 0.933 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.217 | 0.87 s | $4 d 5 s{ }^{3} D_{2}-4 d^{2}{ }^{1} S_{0}$ | E2 | 0.206 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.211 |  | $4 d 5 s{ }^{3} D_{2}-4 d 5 s{ }^{3} D_{1}$ | M1 | 2.062 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.068 |  | $4 d 5 s{ }^{3} D_{2}-4 d 5 s{ }^{3} D_{1}$ | E2 | 1.194 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{4}$ | M1 | 0.272 |  | $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.001 | $4.52[-05] \mathrm{s}$ |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} F_{4}$ | E2 | 0.299 |  | $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.62 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{1} D_{2}$ | E2 | 1.508 |  | $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.002 |  |
| $4 d^{2}{ }^{1} G_{4}-4 d^{2}{ }^{3} P_{2}$ | E2 | 0.65 |  | $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{3}$ | E2 | 2.154 |  |

Table 7.10: (Cont.) Transition matrix elements of Tc VI and lifetimes calculated using CI+All-order are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10.

| Transition | Type | E1 | Lifetime | Transition | Type | E1 | Lifetime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{4}$ | M1 | 0.003 |  | $4 d 5 p{ }^{1} D_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} F_{4}$ | E2 | 4.107 |  | $4 d 5 p{ }^{1} D_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.054 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.006 |  | $4 d 5 p^{1} D_{2}^{o}-4 d 5 s{ }^{3} D_{1}$ | E1 | 1.249 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} D_{2}$ | E2 | 0.723 |  | $4 d 5 p{ }^{1} D_{2}^{o}-4 d 5 s{ }^{3} D_{2}$ | E1 | 1.66 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} P_{1}$ | E2 | 1.739 |  | $4 d 5 p^{1} D_{2}^{o}-4 d 5 s{ }^{3} D_{3}$ | E1 | 0.014 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0.004 |  | $4 d 5 p^{1} D_{2}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 1.77 |  |
| $4 d 5 s{ }^{3} D_{3}-4 d^{2}{ }^{3} P_{2}$ | E2 | 2.383 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 1.142 | 0.11 ns |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} G_{4}$ | M1 | 0 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.045 |  |
| $4 d 5 s^{3} D_{3}-4 d^{2}{ }^{1} G_{4}$ | E2 | 0.36 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} P_{0}$ | E1 | 0.394 |  |
| $4 d 5 s{ }^{3} D_{3}-4 d 5 s{ }^{3} D_{1}$ | E2 | 0.414 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.172 |  |
| $4 d 5 s{ }^{3} D_{3}-4 d 5 s{ }^{3} D_{2}$ | M1 | 2.099 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.01 |  |
| $4 d 5 s{ }^{3} D_{3}-4 d 5 s{ }^{3} D_{2}$ | E2 | 1.277 |  | $4 d 5 p^{3} D_{1}^{o}-4 d^{2}{ }^{1} S_{0}$ | E1 | 0.104 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | M1 | 0.007 | $3.78[-05] \mathrm{s}$ | $4 d 5 p^{3} D_{1}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 1.626 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{3} F_{2}$ | E2 | 0.121 |  | $4 d 5 p^{3} D_{1}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 1.336 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | M1 | 0.012 |  | $4 d 5 p^{3} D_{1}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 0.097 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{3}$ | E2 | 0.632 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.602 | 0.12 ns |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} F_{4}$ | E2 | 0.092 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 1.116 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{1} D_{2}$ | M1 | 0.003 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.547 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{1} D_{2}$ | E2 | 2.878 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.54 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{3} P_{0}$ | E2 | 0.228 |  | $4 d 5 p^{3} D_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.069 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{3} P_{1}$ | M1 | 0.003 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 0.159 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{3} P_{1}$ | E2 | 0.167 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 1.693 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{3} P_{2}$ | M1 | 0.006 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 1.532 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{3} P_{2}$ | E2 | 1.278 |  | $4 d 5 p^{3} D_{2}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 1.471 |  |
| $4 d 5 s^{1} D_{2}-4 d^{2}{ }^{1} G_{4}$ | E2 | 4.414 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.264 | 0.10 ns |
| $4 d 5 s{ }^{1} D_{2}-4 d^{2}{ }^{1} S_{0}$ | E2 | 1.51 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 1.053 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s{ }^{3} D_{1}$ | M1 | 0.498 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} F_{4}$ | E1 | 1.018 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s^{3} D_{1}$ | E2 | 0.277 |  | $4 d 5 p{ }^{3} F_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.156 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s{ }^{3} D_{2}$ | M1 | 0.208 |  | $4 d 5 p^{3} F_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.401 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s{ }^{3} D_{2}$ | E2 | 0.229 |  | $4 d 5 p{ }^{3} F_{2}^{o}-4 d^{2}{ }^{1} G_{4}$ | E1 | 0.292 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s{ }^{3} D_{3}$ | M1 | 0.508 |  | $4 d 5 p^{3} F_{2}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 1.162 |  |
| $4 d 5 s{ }^{1} D_{2}-4 d 5 s{ }^{3} D_{3}$ | E2 | 0.308 |  | $4 d 5 p^{3} F_{2}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 2.894 |  |
| $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.75 | 0.20 ns | $4 d 5 p^{3} F_{2}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 0.82 |  |
| $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.076 |  | $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.362 | 0.24 ns |
| $4 d 5 p^{1} D_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.906 |  | $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.904 |  |

Table 7.11: (Cont.) Transition matrix elements of Tc VI and lifetimes calculated using CI+All-order are given. The lifetimes correspond to the initial state of the transition. The numbers in brackets represent powers of 10.

| Transition | Type | E1 | Lifetime | Transition | Type | E1 | Lifetime |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.644 |  | $4 d 5 p{ }^{3} P_{2}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 0.308 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.159 |  | $4 d 5 p^{3} P_{2}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 1.176 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.032 |  | $4 d 5 p{ }^{3} P_{2}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 2.079 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 2.384 |  | $4 d 5 p^{3} P_{2}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 0.927 |  |
| $4 d 5 p^{3} F_{3}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 0.614 |  | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.039 | 0.08 ns |
| $4 d 5 p^{3} F_{3}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 0.209 |  | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.126 |  |
| $4 d 5 p{ }^{3} F_{3}^{o}-4 d 5 s^{1} D_{2}$ | E1 | 1.148 |  | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{3} F_{4}$ | E1 | 0.17 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.179 | 0.14 ns | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.092 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.405 |  | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.144 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} F_{4}$ | E1 | 1.401 |  | $4 d 5 p^{1} F_{3}^{o}-4 d^{2}{ }^{1} G_{4}$ | E1 | 2.209 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.107 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 0.586 |  |
| $4 d 5 p^{3} D_{3}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.383 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d 5 s{ }^{3} D_{3}$ | E1 | 0.666 |  |
| $4 d 5 p{ }^{3} D_{3}^{o}-4 d^{2}{ }^{1} G_{4}$ | E1 | 0.157 |  | $4 d 5 p{ }^{1} F_{3}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 2.989 |  |
| $4 d 5 p{ }^{3} D_{3}^{o}-4 d 5 s{ }^{3} D_{2}$ | E1 | 2.937 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.078 | 0.12 ns |
| $4 d 5 p{ }^{3} D_{3}^{o}-4 d 5 s{ }^{3} D_{3}$ | E1 | 1.293 |  | $4 d 5 p^{1} P_{1}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.786 |  |
| $4 d 5 p{ }^{3} D_{3}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 0.322 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} P_{0}$ | E1 | 0.199 |  |
| $4 d 5 p^{3} F_{4}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.311 | 0.23 ns | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.141 |  |
| $4 d 5 p^{3} F_{4}^{o}-4 d 5 s^{3} F_{4}$ | E1 | 1.205 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.462 |  |
| $4 d 5 p^{3} F_{4}^{o}-4 d 5 s^{1} G_{4}$ | E1 | 0.105 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d^{2}{ }^{1} S_{0}$ | E1 | 0.623 |  |
| $4 d 5 p{ }^{3} F_{4}^{o}-4 d 5 s^{3} D_{3}$ | E1 | 3.651 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d 5 s{ }^{3} D_{1}$ | E1 | 0.082 |  |
| $4 d 5 p^{3} P_{1}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.206 | 0.14 ns | $4 d 5 p{ }^{1} P_{1}^{o}-4 d 5 s^{3} D_{2}$ | E1 | 0.326 |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.477 |  | $4 d 5 p{ }^{1} P_{1}^{o}-4 d 5 s{ }^{1} D_{2}$ | E1 | 1.956 |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{3} P_{0}$ | E1 | 0.507 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.534 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 0.538 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{o}-4 d^{2}{ }^{1} S_{0}$ | E1 | 0.162 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{0}-4 d 5 s^{3} D_{1}$ | E1 | 1.311 |  |  |  |  |  |
| $4 d 5 p^{3} P_{1}^{0}-4 d 5 s^{3} D_{2}$ | E1 | 1.473 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{1}^{0}-4 d 5 s{ }^{1} D_{2}$ | E1 | 0.295 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{0}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.609 | 0.14 ns |  |  |  |  |
| $4 d 5 p^{3} P_{0}^{o}-4 d 5 s^{3} D_{1}$ | E1 | 1.151 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{2}^{o}-4 d^{2}{ }^{3} F_{2}$ | E1 | 0.099 | 0.13 ns |  |  |  |  |
| $4 d 5 p{ }^{3} P_{2}^{o}-4 d^{2}{ }^{3} F_{3}$ | E1 | 0.205 |  |  |  |  |  |
| $4 d 5 p{ }^{3} P_{2}^{o}-4 d^{2}{ }^{1} D_{2}$ | E1 | 0.048 |  |  |  |  |  |
| $4 d 5 p^{3} P_{2}^{o}-4 d^{2}{ }^{3} P_{1}$ | E1 | 0.571 |  |  |  |  |  |
| $4 d 5 p^{3} P_{2}^{o}-4 d^{2}{ }^{3} P_{2}$ | E1 | 1.183 |  |  |  |  |  |

## Chapter 8 CONCLUSION AND SUMMARY

We calculated the dynamic polarizability of Sr by using the transition matrix element recommended value previously evaluated in [26]. The dynamic polarizability of $5 s^{2}{ }^{1} S_{0}$ and $5 s 5 p^{3} P_{0}$ state of Sr are plotted in the range $350<\lambda<460 \mathrm{~nm}$ and 525 $<\lambda<825 \mathrm{~nm}$. From these plots, we determine the magic and magic zero wavelengths. We obtain the magic zero wavelengths at $355.92,368.45,378.81,403.43,433.85,479.13$, 632.83 and 1666.6 nm for the $5 s 5 p^{3} P_{0}$ and at 689.20 nm for the $5 s^{2}{ }^{1} S_{0}$. We also obtain the magic wavelengths of $5 s^{2}{ }^{1} S_{0}-5 s 5 p^{3} P_{0}$ transition at $354.9,360.0377 .75,389.9$ and 497.0 nm apart from the 813.4 nm magic wavelength. Our result for the 355.92 nm magic zero wavelength of $5 s 5,{ }^{3} P_{0}$ is in agreement with the other calculations [89, 94] and the 689.20 nm of $5 s^{21} S_{0}$ is just 5 nm longer than the one calculated in [89]. We also proposed an alternative method to extract the transition matrix element from the measurement of the magic zero wavelength.

We calculated the BBR shift of $\mathrm{Tl}^{+} 6 s^{2}{ }^{1} S_{0}-6 s 6 p^{3} P_{0}$ clock transition and Hg $6 s^{21} S_{0}-6 s 6 p^{3} P_{0}$ clock transition. Our final BBR shift value is $\Delta \nu_{\mathrm{BBR}}=0.0157(16)$ Hz for $\mathrm{Tl}^{+}$and $\Delta \nu_{\mathrm{BBR}}=0.189(11) \mathrm{Hz}$ for Hg . These values correspond to the BBR shift to clock transition ratio of $\nu_{\mathrm{BBR}} / \nu_{0}=-1.06(9) \times 10^{-17}$ for $\mathrm{Tl}^{+}$and $\nu_{\mathrm{BBR}} / \nu_{0}=$ $-1.68(9) \times 10^{-16}$ for Hg . In the case of $\mathrm{Tl}^{+}$, the values of the BBR shift agrees with our prediction of small BBR shift in the IIIB group ions. We showed that in these systems the BBR dynamic contribution to the total BBR shift almost cancels each other for the corresponding clock transition states. This cancellation makes it possible for the calculation of BBR shift by solely using the static polarizability.

We calculated the magic and magic zero wavelength of $\mathrm{Hg} 6 s^{21} S_{0}-6 s 6 p^{3} P_{0}$ clock transition. Our final value is $\lambda_{\text {magic }}=367.7(1.7) \mathrm{nm}$ for the magic wavelength
and $\lambda_{\text {magic-zero }}=383.9(5.1) \mathrm{nm}$ for the magic zero wavelength. Our result of the magic wavelength differs by $4-8 \mathrm{~nm}$ compared to other works $[101,32]$. We derived the hyperfine quenching rates formula for $n s^{2}{ }^{1} S_{0}-n s n p^{3} P_{0}$ transition and applied it to the ${ }^{113} \mathrm{Cd}$ clock transition. We calculated the hyperfine quenching rate of ${ }^{25} \mathrm{Mg},{ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Cd}$. Our final value of hyperfine transition rates are $4.30 \times 10^{-4} \mathrm{~s}^{-1}, 9.70 \times 10^{-3}$ $\mathrm{s}^{-1}$ and $7.70 \times 10^{-2} \mathrm{~s}^{-1}$ respectively for ${ }^{25} \mathrm{Mg},{ }^{87} \mathrm{Sr}$ and ${ }^{113} \mathrm{Cd}$. Our value for ${ }^{25} \mathrm{Mg}$ differs by $2-3 \%$ compared to results in $[40,42]$ and for ${ }^{87} \mathrm{Sr}$ differs by $24-43 \%$ compared to results in [40, 41]. Since our results of the hyperfine quenching rate of ${ }^{87} \mathrm{Sr}$ and ${ }^{25} \mathrm{Mg}$ agreed within an order of magnitude from other theoretical results, we expect our result for the hyperfine quenching rate of ${ }^{113} \mathrm{Cd}$ should be in close proximity with the experimental result. Our calculations are currently being tested and used in the ongoing Cd and Hg clock experiments at RIKEN.

We derived the formulas to evaluate the two-particle SMS matrix element in the framework of all-order method. We used the formulas to calculate the two-particle SMS constant and derived the isotope-shift constant for Na, K, and Rb. We compared our result with the result from the experiment and found out that except for Na the theoretical and experimental results are still in disagreement. These results show that corrections from the fourth and higher order of perturbations have significant effects in the calculations of the specific mass shift.

We calculated the energies and lifetimes of Mo V, Mo VI, Tc VI and Tc VII in the framework of SD and SDpT All-order, CI+MBPT and CI+All-order. We found, by comparing with the available experimental data, that our calculations for electronic spectrum of Mo VI and Mo VII agree with the experimental data for up to $10 \%$ accuracy. There are currently no available experimental data to compare with for Tc VI and Tc VII. We expect our predictions of Tc data will be useful in future studies and experiments of Tc atom.

## Appendix A

## ANGULAR REDUCTION

The general one- and two-body matrix element $z_{i j}$ and $z_{i j k l}$ can be further reduced by integrating over the angular part. After the angular reduction, we can express the matrix elements using only the radial wavefunction.

## A. 1 Angular momentum diagram

To ease the summation over the magnetic angular quantum number we are going to utilize the graphical rules following the work in [80]. In this formalism, the basic elements of the diagram are introduced. Afterward, the summation over the magnetic quantum number can be done by connecting these basic elements.

We are now going to cover the basic elements of the diagram. First, the straight line represents

$$
\begin{equation*}
j_{1} m_{1} \quad j_{2} m_{2}=\delta_{j_{1} j_{2}} \delta_{m_{1} m_{2}} \tag{A.1}
\end{equation*}
$$

Second, the straight line with arrow represents

$$
\begin{equation*}
\underline{j}_{1} m_{1} \quad j_{2} m_{2}=j_{2} \underline{L}^{m_{1} m_{1}}=(-1)^{j_{2}-m_{2}} \delta_{j_{1} j_{2}} \delta_{-m_{1} m_{2}} \tag{A.2}
\end{equation*}
$$

Third, the 3-j symbol represents the 3-j coefficient

$$
+\left.\right|_{j_{1} m_{1}} ^{j_{3} m_{3}} j_{2} m_{2}=-\left.\right|_{j_{3} m_{3}} ^{j_{1} m_{1}} j_{2} m_{2}=\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{A.3}\\
m_{1} & m_{2} & m_{3}
\end{array}\right)
$$

Here the sign in front of the symbol determines whether the quantum number is read clockwise (-) or counterclockwise (+).

The rule of summation in this diagram method is represented by connecting the vertex corresponds to the summed quantum number, thus

$$
\begin{equation*}
\sum_{m_{3}}{ }^{j_{1} m_{1}} \quad j_{2} m_{2} \quad j_{2} \underline{m_{2} \quad j_{3} m_{3}}=\delta_{j_{2} j_{3}} \underline{j_{1} m_{1} \quad j_{3} m_{3}} \tag{A.4}
\end{equation*}
$$

From these definitions and rules, the following identities can be derived

1. Two arrows in the same direction give a factor of $(-1)^{2 j}$

$$
\begin{equation*}
\xrightarrow{j_{1} m_{1}}{ }_{\longrightarrow} j_{2} m_{2}=(-1)^{2 j_{2}}{ }_{1} \underline{j}_{1} m_{1} \quad j_{2} m_{2} \tag{A.5}
\end{equation*}
$$

2. Two arrows in the opposite directions cancel

$$
\begin{equation*}
j_{1} m_{1} \quad j_{2} m_{2}=j_{1} m_{1} \quad j_{2} m_{2} \tag{A.6}
\end{equation*}
$$

3. Flipping the direction of an arrow gives a factor of $(-1)^{2 j}$

$$
\begin{align*}
& =(-1)^{2 j_{1}} j_{1} \underline{m_{1}}, \quad j_{2} m_{2} \tag{A.7}
\end{align*}
$$

4. Changing the sign of the 3 -j symbol gives a factor of $(-1)^{j_{1}+j_{2}+j_{3}}$

$$
\begin{align*}
-\left.\right|_{j_{3} m_{3}} ^{j_{1} m_{1}} & =\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=(-1)^{j_{1}+j_{2}+j_{3}}\left(\begin{array}{ccc}
j_{1} & j_{3} & j_{2} \\
m_{1} & m_{3} & m_{2}
\end{array}\right) \\
& =(-1)^{j_{1}+j_{2}+j_{3}}+\left.\right|_{j_{3} m_{3}} ^{j_{1} m_{1}} \tag{A.8}
\end{align*}
$$

5. Outward arrows from the 3 -j symbol vertex cancel out

$$
\begin{align*}
-j_{2}^{j_{1} m_{1}} & =(-1)^{j_{1}+j_{2}+j_{3}-\left(m_{1}+m_{2}+m_{3}\right)}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
-m_{1} & -m_{2} & -m_{3}
\end{array}\right) \\
& =(-1)^{2\left(j_{1}+j_{2}+j_{3}\right)}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right) \\
& =\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)=-\left\lvert\, \begin{array}{l}
j_{1} m_{1} \\
j_{3} m_{3}
\end{array}\right. \tag{A.9}
\end{align*}
$$

where we have used the 3 -j symbol symmetry property

$$
\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3}  \tag{A.10}\\
-m_{1} & -m_{2} & -m_{3}
\end{array}\right)=(-1)^{j_{1}+j_{2}+j_{3}}\left(\begin{array}{ccc}
j_{1} & j_{2} & j_{3} \\
m_{1} & m_{2} & m_{3}
\end{array}\right)
$$

and the selection rules $m_{1}+m_{2}+m_{3}=0$ and $\left(j_{1}+j_{2}+j_{3}\right)$ is integer.
6. Inward arrows from the 3-j symbol vertex cancel out

$$
\begin{equation*}
-\underbrace{j_{1} m_{1}}_{j_{3} m_{3}} j_{2} m_{2}=(-1)^{2\left(j_{1}+j_{2}+j_{3}\right)}-\overbrace{j_{3} m_{3}}^{j_{1} m_{1}} j_{2} m_{2}=-\left.\right|_{j_{3} m_{3}} ^{j_{1} m_{1}} j_{2} m_{2} \tag{A.11}
\end{equation*}
$$

We can write the Coulomb matrix element $g_{i j k l}$ in terms of its reduced matrix element using the angular momentum diagram as
where $X_{q}(i j k l)$ is given by

$$
\begin{equation*}
X_{q}(i j k l)=(-1)^{q}\left\langle\kappa_{i} \mid\left\|C^{q}\right\| \kappa_{k}\right\rangle\left\langle\kappa_{j}\left\|C^{q}\right\| \kappa_{l}\right\rangle R_{q}(i j k l) . \tag{A.13}
\end{equation*}
$$

$R_{q}(i j k l)$ is the Slater integral[6] and the reduced matrix element $\left\langle\kappa_{i}\left\|C^{q}\right\| \kappa_{k}\right\rangle$ is given by

$$
\left\langle\kappa_{i}\right|\left|C^{q}\right|\left|\kappa_{k}\right\rangle=(-1)^{j_{i}+\frac{1}{2}} \sqrt{\left[j_{i}\right]\left[j_{k}\right]}\left(\begin{array}{ccc}
j_{i} & j_{k} & q  \tag{A.14}\\
-\frac{1}{2} & \frac{1}{2} & 0
\end{array}\right) \Pi\left(l_{i}+l_{k}+q\right)
$$

where

$$
\Pi(l)=\left\{\begin{array}{l}
1, \text { if } l \text { is even }  \tag{A.15}\\
0, \text { if } l \text { is odd }
\end{array}\right.
$$

Using similiar method we can also express the double excitation coefficient with its reduced coefficient

$$
\begin{equation*}
\rho_{i j k l}=\sum_{q} \stackrel{j_{i} m_{i}}{\substack{j_{k} m_{k}}} \stackrel{q}{q}+\rho_{j_{l} m_{l}}^{j_{j} m_{j}}+\rho_{q}(i j k l) . \tag{A.16}
\end{equation*}
$$

The single excitation coefficient is connected to its reduced coefficient by the following relation

$$
\begin{equation*}
\rho_{i j}=\delta_{\kappa_{i} \kappa_{j}} \delta_{m_{i} m_{j}} \rho(i j) \tag{A.17}
\end{equation*}
$$

## A. 2 Commonly used identities

From the basic elements (A.1)-(A.3), we can derive the identities which are commonly used in the calculation. These identities are given as follow



In the above equations we use $[j]=(2 j+1)$.

## A. 3 Example

We now given an example how to apply this technique for reducing one of the term in the SD two body matrix element

$$
\begin{equation*}
T^{(r)}=-2 t_{v m n r} \rho_{v m a b}^{*} \tilde{\rho}_{r n b a} \tag{A.26}
\end{equation*}
$$

In the reduced form, this term becomes
where the indices refer to both the total angular and magnetic quantum number to simplify the notation. First, we connect the $a$ and $b$ legs in the second and third diagram of (A.27) then convert it to the form of (A.25).

since the total angular momentum $j$ is half integer. Applying (A.25) we obtain

$$
\sum_{k^{\prime \prime}}+{ }_{n}^{v}\left|k^{v}\right|_{r}^{m}+(-1)^{j_{a}+j_{b}+j_{m}+j_{n}+k^{\prime \prime}+1}\left[k^{\prime \prime}\right]\left\{\begin{array}{ccc}
j_{v} & j_{n} & k^{\prime \prime}  \tag{A.29}\\
k^{\prime} & k & j_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{m} & j_{r} & k^{\prime \prime} \\
k^{\prime} & k & j_{b}
\end{array}\right\} .
$$

It is easy to check that
so we can combine this diagram with the first diagram of (A.27) by connecting the $m$ and $r$ legs

$$
\begin{align*}
& =\frac{1}{[J]} \delta_{J k^{\prime \prime}}-\overbrace{n}^{v}- \\
& =\frac{1}{[J]} \delta_{J k^{\prime \prime}}(-1)^{j_{n}+j_{v}+J}+\left.\right|_{n} ^{v}- \\
& =\frac{1}{\left[j_{v}\right][J]} \delta_{J k^{\prime \prime}}(-1)^{j_{n}+j_{v}+J}, \tag{A.31}
\end{align*}
$$

where we connect the $n$ leg in the last step. Combining (A.29) and (A.31) and summing over the index $k^{\prime \prime}$ we arrived at the final result

$$
T^{(r)}=-2 \sum_{\substack{a b m n r  \tag{A.32}\\
J k k^{\prime}}} \frac{1}{\left[j_{v}\right]}(-1)^{j_{a}+j_{b}+j_{m}+j_{v}}\left\{\begin{array}{ccc}
j_{v} & j_{n} & J \\
k^{\prime} & k & j_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{m} & j_{r} & J \\
k^{\prime} & k & j_{b}
\end{array}\right\}
$$

## Appendix B

## MATRIX ELEMENT

Here we provide the one- and two- body matrix elements of the all-order formalism and the third order MBPT after angular reduction.

## B. 1 All-order terms

The one-body term consists of 20 terms given by

$$
\begin{align*}
Z^{(a)}= & \sum_{m a} \frac{(-1)^{j_{m}-j_{a}+J}}{[J]} z(a m) \tilde{\rho}_{J}(w m v a) \\
& +\sum_{m a} \frac{(-1)^{j_{w}-j_{v}+J}}{[J]} z(m a) \tilde{\rho}_{J}(v m w a)  \tag{B.1}\\
Z^{(b)}= & -\sum_{a} \delta_{\kappa_{w} \kappa_{a}} z(a v) \rho(w a)-\sum_{a} \delta_{\kappa_{v} \kappa_{a}} z(w a) \rho(v a)  \tag{B.2}\\
Z^{(c)}= & \sum_{m}^{m} \delta_{\kappa_{m} \kappa_{v}} z(w m) \rho(m v)+\sum_{m} \delta_{\kappa_{m} \kappa_{v}} z(m v) \rho(m w)  \tag{B.3}\\
Z^{(d)}= & \sum_{m n} \delta_{\kappa_{n} \kappa_{v}} \delta_{\kappa_{m} \kappa_{w}} z(m n) \rho(m w) \rho(n v)  \tag{B.4}\\
Z^{(e)}= & \sum_{a b} \delta_{\kappa_{v} \kappa_{b}} \delta \kappa_{w} \kappa_{a} z(a b) \rho(v b) \rho(w a)  \tag{B.5}\\
Z^{(f)}= & -\sum_{m a} \delta_{\kappa_{m} \kappa_{a}} \rho(m a)\left\{\delta_{\kappa_{m} \kappa_{w}} z(a v) \rho(m v)+\delta_{\kappa_{m} \kappa_{v}} z(w a) \rho(m v)\right\}  \tag{B.6}\\
Z^{(g)}= & -\sum_{m a} \delta_{\kappa_{m} \kappa_{a}} \rho(m a)\left\{\delta_{\kappa_{w} \kappa_{a}} z(m v) \rho(w a)+\delta_{\kappa_{v} \kappa_{a}} z(w m) \rho(v a)\right\}  \tag{B.7}\\
Z^{(h)}= & \sum_{m n a} \frac{(-1)^{j_{a}-j_{m}+J}}{[J]} \delta_{\kappa_{n} \kappa_{w}} z(a m) \rho(n w) \tilde{\rho}_{J}(n m v a) \\
& +\sum_{m n a} \frac{(-1)^{j_{w}-j_{v}+J}}{[J]} \delta \kappa_{n} \kappa_{v} z(m a) \tilde{\rho}_{J}(n m w a) \rho(n v)  \tag{B.8}\\
Z^{(i)}= & \sum_{m n a} \frac{(-1)^{j_{a}-j_{n}+J}}{[J]} \delta_{\kappa_{m} \kappa_{a}} z(m n) \rho(m a) \tilde{\rho}_{J}(w n v a)
\end{align*}
$$

$$
\left.\begin{array}{rl} 
& +\sum_{m n a} \frac{(-1)^{j_{w}-j_{v}+J}}{[J]} \delta_{\kappa_{n} \kappa_{a}} z(m n) \tilde{\rho}_{J}(v m w a) \rho(n a) \\
Z^{(j)}= & -\sum_{m n a} \frac{(-1)^{j_{b}-j_{a}+J}}{[J]} \delta_{\kappa_{m} \kappa_{b}} z(a b) \rho(m b) \tilde{\rho}_{J}(w m v a) \\
& -\sum_{m a b} \frac{(-1)^{j_{w}-j_{v}+J}}{[J]} \delta_{\kappa_{m} \kappa_{a}} z(a b) \tilde{\rho}_{J}(v m w b) \rho(m a) \\
Z^{(k)}= & -\sum_{m a b} \frac{(-1)^{j_{m}-j_{b}+J}}{[J]} \delta_{\kappa_{v} \kappa_{a}} z(b m) \rho(v a) \tilde{\rho}_{J}(w m a b) \\
& -\sum_{m a b} \frac{(-1)^{j_{w}-j_{v}+J}}{[J]} \delta_{\kappa_{w} \kappa_{a}} z(m b) \tilde{\rho}_{J}(v m a b) \rho(w a) \\
& -\sum_{m a b} \delta_{\kappa_{v} \kappa_{a}} \delta_{\kappa_{m} \kappa_{b}} \sqrt{\frac{\left[j_{b}\right]}{\left[j_{v}\right]}} z(w a) \tilde{\rho}_{0}(v m a b) \rho(m b) \\
Z^{(l)}= & -\sum_{m a b} \delta_{\kappa_{w} \kappa_{a}} \delta_{\kappa_{m} \kappa_{b}} \sqrt{\frac{\left[j_{m}\right]}{\left[j_{w}\right]}} z(a v) \rho(m b) \tilde{\rho}_{0}(w m a b) \\
Z^{(m)}= & \sum_{m n a} \delta_{\kappa_{w} \kappa_{m}} \delta_{\kappa_{n} \kappa_{a}} \sqrt{\frac{\left[j_{a}\right]}{\left[j_{w}\right]}} z(m v) \tilde{\rho}_{0}(n m a w) \rho(n a) \\
& +\sum_{m n a} \delta_{\kappa_{v} \kappa_{m}} \delta_{\kappa_{n} \kappa_{a}} \sqrt{\frac{\left[j_{a}\right]}{\left[j_{v}\right]}} z(w m) \rho(n a) \tilde{\rho}_{0}(n m a v) \\
Z^{(p)}= & -\sum_{m_{n} r a a} \frac{(-1)^{J+k+j_{w}+j_{m}}}{[k]}\left\{\begin{array}{lll}
j_{w} & j_{v} & J \\
j_{m} & j_{r} & k
\end{array}\right\} z(r m) \tilde{\rho}_{k}(r n w a) \tilde{\rho}_{k}(m n v a) \\
Z^{(q)}= & -\sum_{m_{k} n a b}(-1)^{j_{m}+j_{a}+j_{w}+j_{b}+J}\left\{\begin{array}{lll}
k & k^{\prime} & J \\
j_{n} & j_{m} & j_{a}
\end{array}\right\}\left\{\begin{array}{lll}
j_{v} & j_{w} & J \\
k^{\prime} & k & j_{b}
\end{array}\right\} \\
Z^{(n)}= & -\sum_{m_{k n a b}}(-1)^{j_{m}+j_{b}+j_{v}+j_{n}+J}\left\{\begin{array}{lll}
j_{w} & J & j_{v} \\
k^{\prime} & j_{n} & k
\end{array}\right\}\left\{\begin{array}{lll}
k & J & k^{\prime} \\
j_{a} & j_{m} & j_{b}
\end{array}\right\} \\
\times z(m n) \rho_{k}(m v a b) \tilde{\rho}_{k^{\prime}}(n w a b)
\end{array}\right\}
$$

$$
\begin{align*}
& Z^{(r)}=\sum_{m n a b} \frac{(-1)^{j_{n}+j_{b}+j_{w}+j_{v}}}{[J]^{2}} z(b n) \tilde{\rho}_{J}(v m w a) \tilde{\rho}_{J}(m n a b) \\
& +\sum_{m n a b} \frac{1}{[J]^{2}} z(n b) \tilde{\rho}_{J}(m n a b) \tilde{\rho}_{J}(w m v a)  \tag{B.18}\\
& Z^{(s)}=-\sum_{\substack{m n a b \\
k}} \frac{1}{[k]\left[j_{w}\right]} \delta_{\kappa_{w} \kappa_{b}} z(b v) \rho_{k}(n m w a) \tilde{\rho}_{k}(m n a b) \\
& -\sum_{m n a b} \frac{1}{[k]\left[j_{v}\right]} \delta_{\kappa_{v} \kappa_{b}} z(w b) \rho_{k}(m n a b) \tilde{\rho}_{k}(n m v a)  \tag{B.19}\\
& Z^{(t)}=-\sum_{\substack{m n a b \\
k}}^{\substack{\kappa_{k} \\
k}} \delta_{\kappa_{m}} z(m v) \rho_{k}(n m a b) \tilde{\rho}(n w a b) \\
& -\sum_{\substack{m a b \\
k}} \frac{1}{[k]\left[j_{v}\right]} \delta_{\kappa_{v} \kappa_{m}} z(w m) \rho_{k}(n v a b) \tilde{\rho}_{k}(n m a b) . \tag{B.20}
\end{align*}
$$

The two-body terms consist of 28 terms given by

$$
\begin{align*}
T^{(a)}= & 2 \sum_{m a} \sqrt{\frac{\left[j_{a}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{m} \kappa_{a}} \tilde{T}_{0}(v a v m) \rho(m a)  \tag{B.21}\\
T^{(b)}= & -2 \sum_{a b m J} \frac{1}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{b}+j_{m}+j_{v}} T_{J}(\text { abvm }) \tilde{\rho}_{J}(m v b a)  \tag{B.22}\\
T^{(c)}= & 2 \sum_{a m n J} \frac{1}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{m}+j_{n}+j_{v}+J} T_{J}(a v m n) \tilde{\rho}_{J}(n m v a)  \tag{B.23}\\
T^{(d)}= & -2 \sum_{a m b} \sqrt{\frac{\left[j_{a}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{v} \kappa_{b}} \delta_{\kappa_{m} \kappa_{a}} \tilde{T}_{0}(v a b m) \rho(v b) \rho(m a)  \tag{B.24}\\
T^{(e)}= & 2 \sum_{a m n} \sqrt{\frac{\left[j_{a}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{m} \kappa_{a}} \delta_{\kappa_{n} \kappa_{v}} \tilde{T}_{0}(v m n a) \rho(m a) \rho(n v)  \tag{B.25}\\
T^{(f)}= & -\sum_{a m b} \sqrt{\frac{\left[j_{a}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{m} \kappa_{b}} \delta_{\kappa_{m} \kappa_{a}} \tilde{T}_{0}(v a v b) \rho(m b) \rho(m a)  \tag{B.26}\\
& +\sum_{a m n} \sqrt{\frac{\left[j_{m}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{m} \kappa_{a}} \delta_{\kappa_{n} \kappa_{a}} \tilde{T}_{0}(v m v n) \rho(m a) \rho(n a)  \tag{B.27}\\
T^{(g)}= & -2 \sum_{a b m n J} \frac{\delta_{\kappa_{m} \kappa_{b}}^{[J]\left[j_{v}\right]}}{}(-1)^{j_{a}+j_{b}+j_{v}+j_{n}} \tilde{T}_{J}(m a n v) \tilde{\rho}_{J}(v n a b) \rho(m b)  \tag{B.28}\\
T^{(h)}= & 2 \sum_{a b c m J} \frac{\delta_{\kappa_{m} \kappa_{c}}}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{b}+j_{m}+j_{v}} T_{J}(a b v c) \tilde{\rho}_{J}(m v b a) \rho(m c) \tag{B.29}
\end{align*}
$$

$$
\begin{align*}
& T^{(i)}=2 \sum_{a b c m J} \frac{\delta_{\kappa_{v} \kappa_{c}}}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{b}+j_{m}+j_{v}} T_{J}(a b m c) \tilde{\rho}_{J}(v m b a) \rho(v c)  \tag{B.30}\\
& T^{(j)}=2 \sum_{a b m n} \sqrt{\frac{\left[j_{b}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{n} \kappa_{b}} \tilde{T}_{0}(v a v m) \tilde{\rho}_{0}(\text { mnab }) \rho(n b)  \tag{B.31}\\
& T^{(k)}=-2 \sum_{a b m n J} \frac{\delta_{\kappa_{v} \kappa_{b}}}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{b}+j_{m}+j_{n}} T_{J}(\text { vamn }) \tilde{\rho}_{J}(n m a b) \rho(v b)  \tag{B.32}\\
& T^{(l)}=-2 \sum_{a b m n J} \frac{\delta_{\kappa_{n} \kappa_{b}}}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{m}+j_{n}+j_{v}} \tilde{T}_{J}(\text { avmb }) \tilde{\rho}_{J}(n m v a) \rho(n b)  \tag{B.33}\\
& T^{(m)}=2 \sum_{a b m n} \sqrt{\frac{\left[j_{m}\right]}{\left[j_{v}\right]}} \delta_{\kappa_{m} \kappa_{b}} \tilde{T}_{0}(a m n b) \tilde{\rho}_{0}(v n v a) \rho(m b)  \tag{B.34}\\
& T^{(n)}=2 \sum_{a m n r J} \frac{\delta_{\kappa_{m} \kappa_{a}}}{[J]\left[j_{v}\right]}(-1)^{j_{m}+j_{n}+j_{r}+j_{v}} T_{J}(m v r n) \tilde{\rho}_{J}(n r v a) \rho(m a)  \tag{B.35}\\
& T^{(o)}=-2 \sum_{a b m n J} \frac{\delta_{\kappa_{n} \kappa_{v}}}{[J]\left[j_{v}\right]} T_{J}(v m a b) \tilde{\rho}_{J}(m n b a) \rho(n v)  \tag{B.36}\\
& T^{(p)}=2 \sum_{a m n r J} \frac{\delta_{\kappa_{m} \kappa_{v}}}{[J]\left[j_{v}\right]}(-1)^{j_{a}+j_{m}+j_{n}+j_{r}} T_{J}(\text { amnr }) \tilde{\rho}_{J}(r n v a) \rho(m v)  \tag{B.37}\\
& T^{(q)}=2 \sum_{a b c m n J} \frac{1}{[J]^{2}\left[j_{v}\right]}(-1)^{j_{a}+j_{m}+J} \tilde{T}_{J}(a v m b) \tilde{\rho}_{J}(v n b c) \tilde{\rho}_{J}(n m c a)  \tag{B.38}\\
& T^{(r)}=-2 \sum_{\substack{a b m n r \\
J k k^{\prime}}} \frac{1}{\left[j_{v}\right]}(-1)^{j_{a}+j_{b}+j_{m}+j_{v}}\left\{\begin{array}{ccc}
j_{v} & j_{n} & J \\
k^{\prime} & k & j_{a}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{m} & j_{r} & J \\
k^{\prime} & k & j_{b}
\end{array}\right\} \\
& \times T_{J}(v m n r) \rho_{k}(v m a b) \tilde{\rho}_{k^{\prime}}(r n b a)  \tag{B.39}\\
& T^{(s)}=2 \sum_{\substack{a b c m n \\
J k k^{\prime}}} \frac{1}{\left[j_{v}\right]}(-1)^{j_{b}+j_{c}+j_{m}+j_{n}}\left\{\begin{array}{ccc}
j_{v} & j_{n} & k^{\prime} \\
k & J & j_{b}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{a} & j_{m} & k^{\prime} \\
k & J & j_{c}
\end{array}\right\} \\
& \times T_{J}(a v c b) \rho_{k}(m n c b) \tilde{\rho}_{k^{\prime}}(n m v a)  \tag{B.40}\\
& T^{(t)}=-2 \sum_{a b c m n} \frac{\delta_{\kappa_{n} \kappa_{a}}}{\sqrt{\left[j_{v}\right]\left[j_{a}\right]}[J]} T_{J}(m a b c) \tilde{\rho}_{J}(n m c b) \tilde{\rho}_{0}(v n v a)  \tag{B.41}\\
& T^{(u)}=-2 \sum_{a b m n r J} \frac{1}{[J]^{2}\left[j_{v}\right]}(-1)^{j_{v}+j_{n}+J} \tilde{T}_{J}(v m n a) \tilde{\rho}_{J}(m r a b) \tilde{\rho}_{J}(n r v b)  \tag{B.42}\\
& T^{v)}=2 \sum_{a b m n r} \frac{\delta_{\kappa_{b} \kappa_{r}}}{\sqrt{\left[j_{b}\right]\left[j_{v}\right][J]}} T_{J}(m n r a) \tilde{\rho}_{J}(n m a b) \tilde{\rho}_{0}(v r v b)  \tag{B.43}\\
& T^{(w)}=\sum_{a b c m n J} \frac{1}{[J]^{2}\left[j_{v}\right]}(-1)^{j_{a}+j_{n}+J} \tilde{T}_{J}(m a b n) \tilde{\rho}_{J}(v m c b) \tilde{\rho}_{J}(v n c a) \tag{B.44}
\end{align*}
$$

$$
\begin{align*}
& -\sum_{a b m n r J} \frac{1}{[J]^{2}\left[j_{v}\right]}(-1)^{j_{a}+j_{n}+J} \tilde{T}_{J}(m a b n) \tilde{\rho}_{J}(r m v b) \tilde{\rho}_{J}(r n v a)  \tag{B.45}\\
T^{(x)}= & -\frac{1}{2} \sum_{\substack{a b c d m \\
J k k^{\prime}}} \frac{1}{\left[j_{v}\right]}(-1)^{j_{c}+j_{d}+j_{m}+j_{v}}\left\{\begin{array}{ccc}
j_{v} & j_{b} & k^{\prime} \\
J & k & j_{d}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{m} & j_{a} & k^{\prime} \\
J & k & j_{c}
\end{array}\right\} \\
& \times T_{J}(a b c d) \tilde{\rho}_{k}(v m d c) \tilde{\rho}_{k^{\prime}}(v m b a)  \tag{B.46}\\
& +\frac{1}{2} \sum_{a m n r, s} \frac{1}{\left[j_{v}\right]}(-1)^{j_{m}+j_{n}+j_{r}+j_{s}}\left\{\begin{array}{ccc}
j_{a} & j_{r} & k^{\prime} \\
J & k & j_{m}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{w} & j_{s} & k^{\prime} \\
J & k & j_{n}
\end{array}\right\} \\
& \times T_{J}(m n r s) \tilde{\rho}_{k}(n m v a) \tilde{\rho}_{k^{\prime}}(\text { srva })  \tag{B.47}\\
& -\sum_{a b c m n} \frac{\delta_{\kappa_{a} \kappa_{b}}^{[k] \sqrt{\left[j_{v}\right]\left[j_{a}\right]}} \tilde{T}_{0}(v a v b) \rho_{k}(m n b c) \tilde{\rho}_{k}(n m c a)}{} \tag{B.48}
\end{align*}
$$

## B. 2 MBPT matrix element

The second order two-particle matrix element is given by[71]

$$
\begin{align*}
T^{(2)}= & -2 \sum_{m a b} \frac{1}{\left[j_{v}\right][J]} \frac{T_{J}(m v a b) \tilde{g}_{J}(m v a b)}{\epsilon_{a b}-\epsilon_{m v}},  \tag{B.49}\\
& +2 \sum_{a m n} \frac{1}{\left[j_{v}\right][J]} \frac{T_{J}(m n v a) \tilde{g}_{J}(m n v a)}{\epsilon_{v a}-\epsilon_{m n}} . \tag{B.50}
\end{align*}
$$

The third order two-particle matrix element is given by

$$
\begin{align*}
T^{(3)} & =\sum_{m n a b c} \sum_{k k^{\prime}} \delta_{\kappa_{c} \kappa_{b}} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{c}\right]\left[j_{v}\right]} \frac{T_{k}(a b m n) \tilde{g}_{k^{\prime}}(c v v b) \tilde{g}_{k}(m n a c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{a c}-\epsilon_{m n}\right)}  \tag{B.51}\\
& +\sum_{m n a b c} \sum_{k k^{\prime}} \delta_{\kappa_{c} \kappa_{b}} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{c}\right]\left[j_{v}\right]} \frac{g_{k}(a b m n) \tilde{T}_{k^{\prime}}(c v v b) \tilde{g}_{k}(m n a c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{a c}-\epsilon_{m n}\right)}  \tag{B.52}\\
& +\sum_{m n a b c} \sum_{k k^{\prime}} \delta_{\kappa_{c} \kappa_{b}} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{c}\right]\left[j_{v}\right]} \frac{g_{k}(a b m n) \tilde{g}_{k^{\prime}}(c v v b) \tilde{T}_{k}(m n a c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{a c}-\epsilon_{m n}\right)}  \tag{B.53}\\
& -\sum_{m n a b s} \sum_{k k^{\prime}} \delta_{\kappa_{m} \kappa_{s}} \frac{(-1)^{j_{b}+j_{n}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{s}\right]\left[j_{v}\right]} \frac{T_{k}(a b m n) \tilde{g}_{k^{\prime}}(m v v s) \tilde{g}_{k}(n s b a)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b a}-\epsilon_{n s}\right)}  \tag{B.54}\\
- & \sum_{m n a b s} \sum_{k k^{\prime}} \delta_{\kappa_{m} \kappa_{s}} \frac{(-1)^{j_{b}+j_{n}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{s}\right]\left[j_{v}\right]} \frac{g_{k}(a b m n) \tilde{T}_{k^{\prime}}(m v v s) \tilde{g}_{k}(n s b a)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b a}-\epsilon_{n s}\right)}  \tag{B.55}\\
& -\sum_{\text {mnabs }} \sum_{k k^{\prime}} \delta_{\kappa_{m} \kappa_{s}} \frac{(-1)^{j_{b}+j_{n}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{s}\right]\left[j_{v}\right]} \frac{g_{k}(a b m n) \tilde{g}_{k^{\prime}}(m v v s) \tilde{T}_{k}(n s b a)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b a}-\epsilon_{n s}\right)} \tag{B.56}
\end{align*}
$$

$$
\begin{align*}
& +2 \sum_{m n a b c} \sum_{k k^{\prime}} \delta_{\kappa_{c} \kappa_{n}} \frac{(-1)^{j_{b}+j_{m}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{c}\right]\left[j_{v}\right]} \frac{\tilde{T}_{k}(a b m n) g_{k}(c m b a) \tilde{g}_{k^{\prime}}(v n c v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{c v}-\epsilon_{n v}\right)}  \tag{B.57}\\
& +2 \sum_{m n a b c} \sum_{k k^{\prime}} \delta_{\kappa_{c} \kappa_{n}} \frac{(-1)^{j_{b}+j_{m}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{c}\right]\left[j_{v}\right]} \frac{\tilde{g}_{k}(a b m n) T_{k}(c m b a) \tilde{g}_{k^{\prime}}(v n c v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{c v}-\epsilon_{n v}\right)}  \tag{B.58}\\
& +2 \sum_{m n a b c} \sum_{k k^{\prime}} \delta_{\kappa_{c} \kappa_{n}} \frac{(-1)^{j_{b}+j_{m}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{c}\right]\left[j_{v}\right]} \frac{\tilde{g}_{k}(a b m n) g_{k}(c m b a) \tilde{T}_{k^{\prime}}(v n c v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{c v}-\epsilon_{n v}\right)}  \tag{B.59}\\
& -2 \sum_{m n a b s} \sum_{k k^{\prime}} \delta_{\kappa_{b} \kappa_{s}} \frac{(-1)^{j_{n}+j_{m}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{b}\right]\left[j_{v}\right]} \frac{\tilde{T}_{k}(a b m n) g_{k}(\text { mnas }) \tilde{g}_{k^{\prime}}(v s b v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b v}-\epsilon_{v s}\right)}  \tag{B.60}\\
& -2 \sum_{m n a b s} \sum_{k k^{\prime}} \delta_{\kappa_{b} \kappa_{s}} \frac{(-1)^{j_{n}+j_{m}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{b}\right]\left[j_{v}\right]} \frac{\tilde{g}_{k}(a b m n) T_{k}(m n a s) \tilde{g}_{k^{\prime}}(v s b v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b v}-\epsilon_{v s}\right)}  \tag{B.61}\\
& -2 \sum_{\text {mnabs }} \sum_{k k^{\prime}} \delta_{\kappa_{b} \kappa_{s}} \frac{(-1)^{j_{n}+j_{m}+j_{a}+j_{v}+k^{\prime}}}{[k]\left[j_{b}\right]\left[j_{v}\right]} \frac{\tilde{g}_{k}(a b m n) g_{k}(\text { mnas }) \tilde{T}_{k^{\prime}}(v s b v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b v}-\epsilon_{v s}\right)}  \tag{B.62}\\
& -2 \sum_{m n a b s} \sum_{k} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{b}+j_{v}+j_{s}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{T}_{k}(\text { bamn }) \tilde{g}_{k}(\text { nvas }) \tilde{g}_{k}(m s b v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b v}-\epsilon_{m s}\right)}  \tag{B.63}\\
& -2 \sum_{m \text { nabs }} \sum_{k} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{b}+j_{v}+j_{s}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(\text { bamn }) \tilde{T}_{k}(n v a s) \tilde{g}_{k}(m s b v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b v}-\epsilon_{m s}\right)}  \tag{B.64}\\
& -2 \sum_{m n a b s} \sum_{k} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{b}+j_{v}+j_{s}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(\text { bamn }) \tilde{g}_{k}(n v a s) \tilde{T}_{k}(m s b v)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b v}-\epsilon_{m s}\right)}  \tag{B.65}\\
& -\sum_{\text {mnarc }} \sum_{k} \frac{(-1)^{j_{c}+j_{r}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{T}_{k}(m n v a) \tilde{g}_{k}(c n r a) \tilde{g}_{k}(m r v c)}{\left(\epsilon_{v a}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m r}\right)}  \tag{B.66}\\
& -\sum_{\text {mnarc }} \sum_{k} \frac{(-1)^{j_{c}+j_{r}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(m n v a) \tilde{T}_{k}(c n r a) \tilde{g}_{k}(m r v c)}{\left(\epsilon_{v a}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m r}\right)}  \tag{B.67}\\
& -\sum_{m n a r c} \sum_{k} \frac{(-1)^{j_{c}+j_{r}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(m n v a) \tilde{g}_{k}(c n r a) \tilde{T}_{k}(m r v c)}{\left(\epsilon_{v a}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m r}\right)}  \tag{B.68}\\
& +2 \sum_{m n a b c} \sum_{k} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{b}+j_{v}+j_{c}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{T}_{k}(a b m n) \tilde{g}_{k}(c m v a) \tilde{g}_{k}(n v b c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b c}-\epsilon_{n v}\right)}  \tag{B.69}\\
& +2 \sum_{m n a b c} \sum_{k} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{b}+j_{v}+j_{c}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(a b m n) \tilde{T}_{k}(c m v a) \tilde{g}_{k}(n v b c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b c}-\epsilon_{n v}\right)}  \tag{B.70}\\
& +2 \sum_{m n a b c} \sum_{k} \frac{(-1)^{j_{m}+j_{n}+j_{a}+j_{b}+j_{v}+j_{c}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(a b m n) \tilde{g}_{k}(c m v a) \tilde{T}_{k}(n v b c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b c}-\epsilon_{n v}\right)}  \tag{B.71}\\
& +\sum_{m a b r c} \sum_{k} \frac{(-1)^{j_{c}+j_{r}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{T}_{k}(m v a b) \tilde{g}_{k}(c m r a) \tilde{g}_{k}(v r b c)}{\left(\epsilon_{a b}-\epsilon_{m v}\right)\left(\epsilon_{b c}-\epsilon_{v r}\right)} \tag{B.72}
\end{align*}
$$

$$
\begin{align*}
& +\sum_{\text {mabrc }} \sum_{k} \frac{(-1)^{j_{c}+j_{r}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(m v a b) \tilde{T}_{k}(c m r a) \tilde{g}_{k}(v r b c)}{\left(\epsilon_{a b}-\epsilon_{m v}\right)\left(\epsilon_{b c}-\epsilon_{v r}\right)} \\
& +\sum_{m a b r c} \sum_{k} \frac{(-1)^{j_{c}+j_{r}+k}}{[k]^{2}\left[j_{v}\right]} \frac{\tilde{g}_{k}(m v a b) \tilde{g}_{k}(c m r a) \tilde{T}_{k}(v r b c)}{\left(\epsilon_{a b}-\epsilon_{m v}\right)\left(\epsilon_{b c}-\epsilon_{v r}\right)} \\
& +2 \sum_{m n c a b} \sum_{k k^{\prime} k^{\prime \prime}} \frac{1}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{c} & j_{n} & j_{b}
\end{array}\right\}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{v} & j_{m} & j_{a}
\end{array}\right\} \frac{\tilde{T}_{k}(a b m n) g_{k^{\prime}}(c v b a) g_{k^{\prime \prime}}(m n v c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m n}\right)} \\
& +2 \sum_{m n c a b} \sum_{k k^{\prime} k^{\prime \prime}} \frac{1}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{c} & j_{n} & j_{b}
\end{array}\right\}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{v} & j_{m} & j_{a}
\end{array}\right\} \frac{\tilde{g}_{k}(a b m n) T_{k^{\prime}}(c v b a) g_{k^{\prime \prime}}(m n v c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m n}\right)} \\
& +2 \sum_{m n c a b} \sum_{k k^{\prime} k^{\prime \prime}} \frac{1}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{c} & j_{n} & j_{b}
\end{array}\right\}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{v} & j_{m} & j_{a}
\end{array}\right\} \frac{\tilde{g}_{k}(a b m n) g_{k^{\prime}}(c v b a) T_{k^{\prime \prime}}(m n v c)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{v c}-\epsilon_{m n}\right)} \\
& -2 \sum_{m n s a b} \sum_{k k^{\prime} k^{\prime \prime}} \frac{1}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{v} & j_{b} & j_{m}
\end{array}\right\}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{s} & j_{a} & j_{n}
\end{array}\right\} \frac{\tilde{T}_{k}(a b n m) g_{k^{\prime}}(m n v s) g_{k^{\prime \prime}}(v s b a)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b a}-\epsilon_{v s}\right)} \\
& -2 \sum_{m n s a b} \sum_{k k^{\prime} k^{\prime \prime}} \frac{1}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{v} & j_{b} & j_{m}
\end{array}\right\}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{s} & j_{a} & j_{n}
\end{array}\right\} \frac{\tilde{g}_{k}(a b n m) T_{k^{\prime}}(m n v s) g_{k^{\prime \prime}}(v s b a)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b a}-\epsilon_{v s}\right)} \\
& -2 \sum_{m n s a b} \sum_{k k^{\prime} k^{\prime \prime}} \frac{1}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{v} & j_{b} & j_{m}
\end{array}\right\}\left\{\begin{array}{ccc}
k & k^{\prime} & k^{\prime \prime} \\
j_{s} & j_{a} & j_{n}
\end{array}\right\} \frac{\tilde{g}_{k}(a b n m) g_{k^{\prime}}(m n v s) T_{k^{\prime \prime}}(v s b a)}{\left(\epsilon_{a b}-\epsilon_{m n}\right)\left(\epsilon_{b a}-\epsilon_{v s}\right)} \\
& -\sum_{m a b c d} \sum_{l k k^{\prime}} \frac{(-1)^{j_{m}+j_{v}+j_{a}+j_{b}}}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
j_{m} & j_{a} & k \\
l & k^{\prime} & j_{c}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{v} & j_{b} & k \\
l & k^{\prime} & j_{d}
\end{array}\right\} \frac{\tilde{T}_{k}(m v a b) g_{l}(c d a b) g_{k^{\prime}}(m v c d)}{\left(\epsilon_{a b}-\epsilon_{m v}\right)\left(\epsilon_{c d}-\epsilon_{m v}\right)} \\
& -\sum_{\text {mabcd } l k k^{\prime}} \frac{(-1)^{j_{m}+j_{v}+j_{a}+j_{b}}}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
j_{m} & j_{a} & k \\
l & k^{\prime} & j_{c}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{v} & j_{b} & k \\
l & k^{\prime} & j_{d}
\end{array}\right\} \frac{\tilde{g}_{k}(m v a b) T_{l}(c d a b) g_{k^{\prime}}(m v c d)}{\left(\epsilon_{a b}-\epsilon_{m v}\right)\left(\epsilon_{c d}-\epsilon_{m v}\right)}  \tag{B.82}\\
& -\sum_{m a b c d} \sum_{l k k^{\prime}} \frac{(-1)^{j_{m}+j_{v}+j_{a}+j_{b}}}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
j_{m} & j_{a} & k \\
l & k^{\prime} & j_{c}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{v} & j_{b} & k \\
l & k^{\prime} & j_{d}
\end{array}\right\} \frac{\tilde{g}_{k}(m v a b) g_{l}(c d a b) T_{k^{\prime}}(m v c d)}{\left(\epsilon_{a b}-\epsilon_{m v}\right)\left(\epsilon_{c d}-\epsilon_{m v}\right)} \\
& -\sum_{\text {mnars }} \sum_{l k k^{\prime}} \frac{(-1)^{j_{m}+j_{v}+j_{a}+j_{b}}}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
j_{m} & j_{v} & k \\
k^{\prime} & l & j_{r}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{n} & j_{a} & k \\
k^{\prime} & l & j_{s}
\end{array}\right\} \frac{\tilde{T}_{k}(m n v a) g_{l}(m n r s) g_{k^{\prime}}(r s v a)}{\left(\epsilon_{v a}-\epsilon_{m n}\right)\left(\epsilon_{v a}-\epsilon_{r s}\right)} \tag{B.83}
\end{align*}
$$

$$
\begin{align*}
& -\sum_{m n a r s} \sum_{l k k^{\prime}} \frac{(-1)^{j_{m}+j_{v}+j_{a}+j_{b}}}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
j_{m} & j_{v} & k \\
k^{\prime} & l & j_{r}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{n} & j_{a} & k \\
k^{\prime} & l & j_{s}
\end{array}\right\} \frac{\tilde{g}_{k}(m n v a) T_{l}(m n r s) g_{k^{\prime}}(r s v a)}{\left(\epsilon_{v a}-\epsilon_{m n}\right)\left(\epsilon_{v a}-\epsilon_{r s}\right)} \\
& -\sum_{\text {mnars }} \sum_{l k k^{\prime}} \frac{(-1)^{j_{m}+j_{v}+j_{a}+j_{b}}}{\left[j_{v}\right]}\left\{\begin{array}{ccc}
j_{m} & j_{v} & k \\
k^{\prime} & l & j_{r}
\end{array}\right\}\left\{\begin{array}{ccc}
j_{n} & j_{a} & k \\
k^{\prime} & l & j_{s}
\end{array}\right\} \frac{\tilde{g}_{k}(m n v a) g_{l}(m n r s) T_{k^{\prime}}(r s v a)}{\left(\epsilon_{v a}-\epsilon_{m n}\right)\left(\epsilon_{v a}-\epsilon_{r s}\right)} \tag{B.86}
\end{align*}
$$

## Appendix C PERMISSIONS

1. Tables 3.1, 3.2, 3.3, and 3.4 adapted with permission from Ref. [87]. Copyrighted by the American Physical Society.
2. Tables 4.1, 4.2, 4.3, 4.4, 4.5, 4.6, and 4.7 adapted with permission from Ref. [38]. Copyrighted by the American Physical Society.
3. Figures 3.1 and 3.2 adapted with permission from Ref. [87]. Copyrighted by the American Physical Society.
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