PRL 115, 228302 (2015)

PHYSICAL REVIEW LETTERS

week ending
27 NOVEMBER 2015
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The glass transition of colloidal dispersions interacting with both a short-ranged attraction and
long-ranged repulsion is studied using highly purified lysozyme solutions. Newtonian liquid behavior
is observed at all conditions while measurements of the dynamics in the short-time limit show features
typical of glassy colloidal systems at high protein concentrations. This interesting behavior is due to the
competition of the attraction and repulsion that produces a heterogeneous microstructure only at
intermediate range length scales. The results demonstrate that theories for the macroscopic properties
of systems with competing interactions need to include intermediate range order.
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Dispersions with both a short-ranged attraction and a
long-ranged repulsion (SALR) are of fundamental interest
as a result of the significant diversity of spontaneously
formed structures (i.e., phase behavior) due to the competi-
tion of the two potential features. The range of the attraction
can be varied to introduce different types of phases [1-6].
The combination of a long-ranged repulsion with a short-
ranged attraction has been demonstrated to cause the
formation of equilibrium cluster fluids [1,4,7-11]. While
clusters in SALR systems have been observed in systems of
nanoparticles in polymer composites [ 12] and solutions with
polymer depletants [1,7] as well as membrane proteins [13],
recent work has associated cluster formation with large
viscosities in highly concentrated lysozyme [11] and mon-
oclonal antibody [14] formulations, making these types of
interactions relevant to the biopharmaceutical industry.

The structure and dynamics of concentrated protein
solutions have been investigated extensively [7,9-11,
14-16]. In particular, the phase diagrams of globular
protein solutions with pure short-ranged attraction have
been widely studied at large salt concentrations [17,18]. For
solutions with low salt concentrations, the presence of
additional repulsion is known to shift the liquid-liquid
coexistence region of an attractive fluid to lower temper-
atures T [3,5], and the percolation transition to smaller
volume fractions ¢ [19]. For most protein systems, the
range of the short-ranged attraction is only a fraction of the
particle diameter [10,17]. In these cases, a recent study has
demonstrated the intricate relation between the equilibrium
phase behavior of systems with purely short-ranged attrac-
tion and those with SALR interactions [5]. Long-ranged
repulsive forces in SALR systems serve to frustrate particle
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association leading to intermediate range order (IRO)
[5,10]. The presence of the IRO is typically observed by
the appearance of a low-Q peak in the interparticle structure
factor, and is a general phenomenon of competing inter-
actions reflecting a special arrangement of particles at the
intermediate range length scale [5,10]. At low concen-
trations, the formation of clustered fluids is an extreme
example of the IRO, indicating the ordering of clusters with
a preferred size [5]. However, at high particle concen-
trations, the size of many clusters is so large that the IRO is
simply an internal structure of individual clusters [19].
In addition to the rich equilibrium phase behavior, there
is also strong interest in studying dynamical arrest tran-
sitions in systems with competing interactions. However,
even for purely short-ranged attractive colloidal systems,
the physical mechanism of the attraction induced dynami-
cal arrest is a topic of debate [20-22]. The addition of a
long-ranged repulsion to a short-ranged attractive system
presents some new features of dynamical arrest transitions.
A recent study of micrometer colloidal particles showed
that dynamical arrest in suspensions of SALR systems can
be determined through the observation of a greatly reduced
diffusivity [4]. However, the attraction strength induced by
the depletion attraction in this study is much stronger than
that of most protein systems [4,10,18]. Thus, it remains
unclear how dynamic state diagrams may change for
protein dispersions. To explore this, we systematically
probe the structure and dynamics of a model protein
dispersion (lysozyme) with competing interactions over a
wide range of volume fractions and temperatures. Very
interestingly, we observed the transition to a localized
glassy behavior at relatively high concentrations while the

© 2015 American Physical Society


http://dx.doi.org/10.1103/PhysRevLett.115.228302
http://dx.doi.org/10.1103/PhysRevLett.115.228302
http://dx.doi.org/10.1103/PhysRevLett.115.228302
http://dx.doi.org/10.1103/PhysRevLett.115.228302

PRL 115, 228302 (2015)

PHYSICAL REVIEW LETTERS

week ending
27 NOVEMBER 2015

dispersion remains as a Newtonian liquid over macroscopic
length and time scales. Further, we show this localized
dynamical arrest is driven by the formation of the inter-
mediate range order.

Lysozyme solutions ranging in concentration from
10 mg/ml (¢ ~ 0.008) to 480 mg/ml (¢ ~ 0.345) are pre-
pared. The volume fraction is calculated using the skeleton
density of lysozyme (py = 1.395 g/ml) [23] to be consistent
with previous studies [9,10,18]. (Estimation of ¢ by con-
sidering a hydration layer [24] only changes the values of ¢
without affecting our conclusions.) The surface charge is
consistently between 9 and 10 as the pH value is only slightly
varied around 5 [25,26]. Efforts have been made to minimize
the ion concentration in solutions to maximize the strength
and range of repulsion [27]. Hence, even though samples at
480 mg/ml can form crystals after long incubation periods,
the long-ranged repulsion stabilizes the protein during all of
our experiments. Viscosity is determined using a micro-
capillary viscometer [28] to avoid air-water interfacial
effects [29]. Lysozyme solution structures and short-time
dynamics are characterized using small angle neutron
scattering (SANS) and neutron spin echo (NSE), respec-
tively, performed at the D22 and IN15 in the Institut Laue—
Langevin in Grenoble, France and at the NGB30SANS in the
NIST Center for Neutron Research in Gaithersburg, MD,
USA. Any changes in the effective protein interactions with
solution conditions are explicitly accounted for by fitting
SANS data with appropriate integral equation theories [30]
with the hard sphere double Yukawa potential [31].

A summary of the specific viscosity is provided in
Fig. 1(a) relative to the expectations for hard sphere
(HS) dispersions. The viscosity seems to qualitatively
agree with the trend of HS systems at low volume
fractions. However, with increasing lysozyme concentra-
tion (¢ > 0.15) the viscosity increases much more rapidly.
The dramatic rise in viscosity when decreasing the temper-
ature is due to an increase in the strength of the attraction
between lysozyme proteins [10,11]. At the highest con-
centration (480 mg/ml or ¢ = 0.345) the lysozyme
solution is roughly 10 times more viscous than a HS fluid
at 50°C and decreasing the temperature to 5°C further
raises the viscosity by 2 orders of magnitude. By estimating
the interparticle potential using SANS [10], we have
calculated the viscosity as a function of the volume fraction
using the existing theoretical framework [32]. However, it
fails to reproduce the viscosity at large concentrations,
which will be discussed in detail in a future paper.

Despite the high viscosities, Fig. 1(b) shows that
lysozyme solutions behave as a Newtonian fluid under
all conditions. The range of shear rates (10 s™! <y <
10° s~ varied for each sample due to the variation in the
sample viscosity and limits of pressure drop supplied [28].
Regardless, all data sets are well within the zero-shear limit
of Pe =3nn,6’7/4ksT < 1, where 7, is the solvent
viscosity and ¢ = 30.7 A is the particle diameter. The
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FIG. 1 (color online). (a) Specific viscosities (symbols) in the
zero-shear limit are plotted as a function of protein volume
fraction at three temperatures relative to HS predictions (line)
[33]. (b) Solution viscosities are plotted as a function of the shear
rate for selected volume fractions.

highest Pe number (at low concentrations) only approached
Pe ~ 2 x 1073. The characteristic time for protein diffusion
is taken as the time for Brownian diffusion distance on the
order of the particle size [4], t, = 37n,6° /4ksT, which is
roughly 25 ns. The characteristic time scale probed by the
viscosity measurements is about 5 orders of magnitude
slower than the time scale of the protein diffusion.
Therefore, the specific viscosities in Fig. 1(a) are repre-
sentative of long-time structural rearrangement.

Typically, for systems of colloidal particles with purely
attractive interactions in either a gel or glass state, sub-
diffusive behavior persists at long time (¢ > 1). Also, the
associated mean squared displacement (MSD) of particles
becomes very small at t ~ t5, [34]. These two criteria have
been used extensively to identify gelation or glass tran-
sitions [4,34-36]. NSE can measure the intermediate
scattering function at a relatively large wave vector, or ¢
value, such that NSE can be used to estimate the MSD of
concentrated protein solutions at go/2 > 1, similar to the
method used in dynamic light scattering [37]. The MSD,
(R?), at a given large g value can be described as (R?) =
~(6/4*) In[S(q. 1))

The MSD of lysozyme samples estimated using the
average values of the MSD obtained through the
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FIG. 2 (color online). The normalized mean squared displace-
ment of lysozyme samples at short-time (filled symbols) and
long-time (open symbols) are plotted as a function of normalized
time. Also shown are previous results for a system with
micrometer sized colloidal particles (lines) [4] representative
of fluid, cluster, glassy, and gel states. Error bars represent one
standard deviation.

intermediate scattering functions for 1.54 < go/2 < 2.46
are provided in Fig. 2 (solid symbols) with respect to lines
representative of fluid, cluster, glassy, and gel states that are
reported previously for samples with 1.95 ym diameter
PMMA particles with SALR interactions [4]. Despite the
large differences in the particle size and the time scale of the
measurement techniques, the normalized time ranges are
similar for both lysozyme and PMMA particles [4]. The
normalized MSDs of lysozyme samples at high ¢ and low
T are well below the MSDs of glassy and gel samples
reported previously for colloidal systems with SALR
interactions [4]. This indicates that at the local length
scale, lysozyme proteins in these samples have glassylike
behavior. Interestingly, for the highest concentration sam-
ple at 5°C, the MSD is similar to the values in a glassy
colloidal system with only short-ranged attraction [38], and
a hard sphere dispersion in a glass state measured by
dynamic light scattering [37].

At times ¢/, < 1, which represents the short-time limit
[39-41], all samples follow a power law expected for
diffusive motion. At sufficiently low volume fractions
(¢ = 0.1646), the data remain diffusive for times beyond
tp at all temperatures. However, for ¢ > 0.2, the power law
exponent drops below one for ¢/t > 1, becoming sub-
diffusive with decreasing temperature. These conditions
correspond with the regime in Fig. 1 where the specific
viscosity increases significantly. This subdiffusive behavior
becomes more obvious when compared to the estimated
MSD in the long-time limit.

The long-time self-diffusion coefficient can be estimated
using the zero-shear viscosity according to a generalized
Stokes-Einstein equation, (D;/Dy) = (1/7,9)- Hence, the
normalized long-time MSD can be approximated by
6t/(tpn,0). The resulting MSDs estimated from capillary

viscometry experiments are shown as open symbols in
Fig. 2 with the MSDs obtained directly from NSE (filled
symbols with the same conditions as the corresponding
open symbols). Remarkably, although estimation of the
long-time MSD using 7, based on the generalized Stokes-
Einstein relation is usually considered to be only qualita-
tively correct for relatively concentrated samples, the short
and long time MSDs overlap almost perfectly in the limit of
low ¢ and high T, which is consistent with a previous study
where the long-time diffusivity is experimentally measured
with NMR [10]. However, in the other extreme of high ¢
and low T, the long-time MSD shows clear deviations from
the behavior of the MSD at the short-time limit. The
discontinuity is consistent with the onset of a nonergodic
plateau, and thus, the onset of localized glassy dynamics at
some time 7 > 7p.

For glassy states in HS systems, particles diffuse within
individual cages and therefore, remain mobile over short
times [42]. However, the cages themselves are unable to
rearrange leading to restricted long-time motion and a
divergence of zero-shear viscosity. Thus, the relation
between the solution viscosity and Dg provides a measure
of the congruence between the long-time and short-time
dynamic behavior. For our samples, we can estimate
the diffusion coefficient in the short-time limit Dy from
the MSD for the data points at 7 < 25 ns. (See the
Supplemental Material for details [43].) The correlation
of these two parameters is provided in Fig. 3 for lysozyme
samples (solid circles), and compared with that reported
for HS systems (lines), which allows the direct comparison
of HS and SALR systems. Because HS systems only
interact by excluded volume effects, such jammed micro-
structures only form at high volume fractions (¢ > 0.57)
[33]. The SALR interactions cause an early onset of
localized glassy behavior at ¢ =~ 0.3.

Most notable from Fig. 3 is the lack of an apparent
divergence in the lysozyme solutions’ zero-shear viscosity
with respect to the short-time diffusivity. At high
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FIG. 3 (color online). The specific viscosity of lysozyme is
plotted as a function of short-time self-diffusivity (symbols)
relative to calculations for HS fluids (solid line).
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temperature and low volume fractions, lysozyme solutions
follow the HS expectations of viscosity when plotted as a
function of Dg. At small Dy (large concentrations), the
specific viscosity of lysozyme solutions is smaller than that
of a HS system with the same value of Dg/D,. This
indicates that the long-time diffusion coefficient D, which
is approximately inversely proportional to the relative
viscosity, is faster in the lysozyme solutions as compared
to a HS system. These results show that the microstructure
resulting from SALR interactions is more conducive to
large scale structural rearrangement.

The clear deviation from the HS behavior is due to the
unique IRO structure caused by the SALR interactions that
can be examined by the IRO peak evident in the solution
structure factor S(q). Figure 4 shows S(g) extracted from
SANS by normalizing scattering intensities to the data of a
dilute sample. An IRO peak is observed at 5°C for all
volume fractions studied, which is consistent with the
increased viscosity at this temperature. While the length
scale of the IRO peak is associated with distances between
locally dense regions, this localized dense packing leads to
significant space with smaller protein density between
dense regions on the same length scale [5]. Thus, the
formation of IRO peaks in S(g) indicates a unique
localization of proteins at the IRO length scale. A decrease
in the IRO peak intensity at high temperatures indicates the
loss of intermediate range order. Hence, the system
becomes more uniformly distributed, which corresponds
with a decrease of the viscosity. Eventually, at high enough
temperature, the attractive forces are insufficient to induce
intermediate range particle localization, represented by the
transition from a peak to a weak shoulder that then
disappears. Therefore, for a given volume fraction, the
growth of the IRO peak with decreasing temperature
demonstrates a preference for strong particle localization
that significantly reduces the short-time mobility.
Simultaneously, IRO introduces void space available to
proteins, making the exchange between local environments
easier on the longer time scale.
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FIG. 4 (color online).  Structure factors obtained from SANS are
plotted for several sample conditions, indicating the formation of
IRO peaks at the same ¢ value (¢rg) shown by the dotted line.

The localized heterogeneous density distribution can be
also understood from the MSD. For the sample at the
largest concentration and lowest temperature, the (R?) at
t/tp ~ 1 is roughly about 0.01¢%. This can be used to
approximately estimate the order of magnitude of the cage
size, which is about 0.1¢. (Note that the accurate cage size
is typically estimated at the measurement time when the
non-Gaussian factor reaches a maximum.) The small cage
size is consistent with high local density driven mainly by
the short-ranged attraction.

On the other hand, at the large length scale, the small
values of S(q) at low ¢ region, as shown in Fig. 4, indicate
that the long-ranged repulsion makes the solution structure
very uniform over distances larger than the IRO length
scale. Thus, the heterogeneous density distribution is
localized at length scales smaller than or comparable to
the IRO length scale. This is different from the commonly
studied colloidal gel systems, which form a heterogeneous
density distribution on a much larger length scale that tends
to expand to the entire system. The lower resistance to shear
flow in SALR systems relative to HS fluids with an
equivalent short-time self-diffusivity arises from this local-
ized heterogeneous particle distribution that opens a suffi-
cient free volume for the protein network to rearrange and
relax macroscopically. Such a microstructure contains a
diverse landscape of local environments that will influence
the mobility of individual particles in a nontrivial way.

In conclusion, while lysozyme is an extensively studied
system, this work is the first to clearly demonstrate the
nontrivial impact of the IRO on the onset of the localized
glassy behaviors, and on the dynamics and viscosity of
systems with both a short-ranged attraction and a long-
ranged repulsion by providing accurate measurements of
viscosity, short-time self-diffusivity, and interparticle struc-
tures over a large range of concentrations and temperatures.
The existence of IRO introduces localized heterogeneous
density distributions at the length scale comparable to that
extracted from the IRO peak position. Over length scales
larger than that of the IRO, the system is relatively uniform,
but the locally large packing fraction of proteins leads to
localized glassy motions. Despite the significantly slow
local motion, the void space associated with the IRO
enables diffusive motion at long-time scales that keeps
the solutions in a macroscopic fluid state. This behavior is
in contrast to protein samples without long-ranged repul-
sion at similar ¢ and T by adding large amount of salts to
the solutions, which show either phase separation or
gelation with increasing strength of attraction [18].

The experimental evidence shown here highlights the
importance of both structure and dynamics corresponding
to the IRO length scale in understanding the transport
properties of fluids with competing potential features. Our
results compliment an earlier study of the SALR systems
using large micrometer sized colloidal particles, where the
attraction strength between the particles is significantly
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larger than that between lysozyme proteins [4]. Combining
our results with the previous study provides a comprehen-
sive picture of the effect of SALR interactions on the gel
and glass transitions in many colloidal systems.
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