
N O NEQ U ILIBR IU M  G REEN  FU N C T IO N  A PPR O A C H  TO ELASTIC  

A N D  INELASTIC SPIN -C H A R G E TR A N SPO R T IN  TOPOLOGICAL  

IN SU LA TO R -BA SED  H ETER O STR U C TU R ES A N D  M AG NETIC  

T U N N EL JU N C T IO N S

by

Farzad Mahfouzi

A dissertation submitted to the Faculty of the University of Delaware in partial 
fulfillment of the requirements for the degree of Doctor of Philosophy in Physics

Summer 2014

©  2014 Farzad Mahfouzi 
All Rights Reserved



UMI Number: 3642336

All rights reserved

INFORMATION TO ALL USERS 
The quality of this reproduction is dependent upon the quality of the copy submitted.

In the unlikely event that the author did not send a complete manuscript 
and there are missing pages, these will be noted. Also, if material had to be removed,

a note will indicate the deletion.

UMI
D is s e r ta t io n  P u b lis h in g

UMI 3642336

Published by ProQuest LLC (2014). Copyright in the Dissertation held by the Author.

Microform Edition © ProQuest LLC.
All rights reserved. This work is protected against 

unauthorized copying under Title 17, United States Code

Pro
ProQuest LLC.

789 East Eisenhower Parkway 
P.O. Box 1346 

Ann Arbor, Ml 48106- 1346



N O NEQ U ILIBR IU M  G REEN  FU N C T IO N  A PPR O A C H  TO ELASTIC  

A N D  INELASTIC SPIN -C H A R G E TR A N SPO R T IN  TOPOLOGICAL  

IN SU LA TO R -BA SED  H ETER O STR U C TU R ES A N D  M AG NETIC  

T U N N EL JU N C T IO N S

by

Farzad Mahfouzi

Approved: _______________________________
Edmund R. Nowak, Ph.D.
Chair of the Department of Physics

Approved: __________________________________
George H. Watson , Ph.D.
Dean of the College of Art and Science

Approved: ________________________________________________
James G. Richards, Ph.D.
Vice Provost for Graduate and Professional Education



I certify that I have read this dissertation and that in my opinion it meets the 
academic and professional standard required by the University as a dissertation 
for the degree of Doctor of Philosophy.

Signed: ______________________________
Branislav K. Nikolic, Ph.D. 
Professor in charge of dissertation

I certify that I have read this dissertation and that in my opinion it meets the 
academic and professional standard required by the University as a dissertation 
for the degree of Doctor of Philosophy.

Signed: ______________________________
Stephen Barr, Ph.D.
Member of dissertation committee

I certify that I have read this dissertation and that in my opinion it meets the 
academic and professional standard required by the University as a dissertation 
for the degree of Doctor of Philosophy.

Signed: ______________________________
James MacDonald, Ph.D.
Member of dissertation committee

I certify that I have read this dissertation and that in my opinion it meets the 
academic and professional standard required by the University as a dissertation 
for the degree of Doctor of Philosophy.

Signed: ______________________________
Matthew F. Doty, Ph.D.
Member of dissertation committee



ACKNOWLEDGEMENTS

I would like to express my special appreciation and thanks to my advisor Prof. 

Branislav. K. Nikolic, for all of his invaluable advices on both research as well as on my 

career. I would also like to thank my committee members, Prof. James MacDonald, 

Prof. Stephen Barr, Prof. Matthew Doty for serving as my committee members.

I would also like to thank all of my friends in UD for their supports and helps. 

In particular I would like to thank, Dr. Hector Mera for invaluable discussions we 

had specially at coffee time. Also I am grateful to Kamal Saha, Taha Salavati-fard, 

Po-Hao Chang, Laura Rose Vanderhauf, Tarique Aziz, Son-Hsien Chen, Derya Vural, 

Curtis Walkons, Prachanda Subedi, Seth Meiselman, Ryan Stearrett, Prayash Sharma 

Pyakurel, Nasrin Afzal, Parker Anderson and many others for their helps and friend­

ship. I would also like to thank the secretaries in Department of Physics and Astron­

omy specially Mrs. Maura Perkins and Mrs. Debra Morris, for coping with all of my 

botherings.

A special thanks to my family. Words can not express how grateful I am to my 

mother, father and sisters for all of the sacrifices that you have made on my behalf. 

Your prayer for me was what sustained me thus far. Thank you for supporting me for 

everything, and especially I can not thank you enough for encouraging me throughout 

this experience.

iv



TABLE OF CONTENTS

LIST OF F IG U R E S .................................................................................................  ix
A B ST R A C T  ..............................................................................................................  xxi
LIST OF A B B R E V IA T IO N S ..................................................................................xxiii

Chapter

1 IN T R O D U C T IO N ..............................................................................................  1

1.1 Spin and Charge Pumping in M T J s .........................................................  2
1.2 Spin-Transfer T o rq u e ...................................................................................  4
1.3 Electron-Magnon Interaction Effect on Electronic T r a n s p o r t ............ 7

2 Q U A N T U M  M EC H A NICAL FO RM ULATIO N OF SYSTEM S
OUT OF E Q U IL IB R IU M .............................................................................. 9

2.1 In troduction ...................................................................................................  9
2.2 Tight-Binding Ham iltonian.........................................................................  10
2.3 GF Form alism ................................................................................................  12

2.3.1 GF Approach for Open Quantum System ..................................... 12
2.3.2 GF Approach for Many-Particle S y stem s..................................... 15

2.4 Keldysh GF Approach: Non-Interacting Case ...................................... 16

2.4.1 Observables: DC Current in Time-Independent C a s e ..............  21

2.4.2 Observables: GF in Time Dependent C a s e .................................. 23
2.4.3 Observables: Current Noise of Non-Interacting C a se .................  27

2.5 Keldysh GF Approach: Interacting C a s e ...............................................  30

2.5.1 Observables: Time-Dependent C a s e ..............................................  36
2.5.2 Observables: Current Noise ...........................................................  38

v



3 CH ARG E P U M P IN G  B Y  M AG NETIZATIO N D Y N A M IC S IN  
M A G N ETIC  A N D  SEM I-M AG NETIC TU N N EL JU N C T IO N S  
W ITH  INTERFACIAL R A SH B A  OR BULK  EX TRINSIC  
SPIN -O R BIT CO UPLING S .......................................................................  41

3.1 M otivation.......................................................................................................  41
3.2 MTJ Device Setup and Hamiltonian ......................................................  46

3.2.1 Tunning Hamiltonian Parameters to Reproduce Properties of 
MTJs Used in Experiments ..........................................................  48

3.2.1.1 Extrinsic SOC in the Bulk of F L a y e rs ....................... 49
3.2.1.2 TAMR and Spin Dephasing in Perpendicular

Transport Through Interfaces with the Rashba SOC 52

3.3 NEGF Approach to Pumping by Precessing M agnetization ...............  54

3.3.1 Exact Multiphoton Solution to 
Double-Time-Fourier-Transformed N E G F s ................................  58

3.3.2 Comparison with the Rotating Frame A p p ro ach ....................... 61
3.3.3 Comparison with Adiabatic Scattering T h e o ry ..........................  63
3.3.4 Comparison with Continued Fractions Solution to 

Double-Time-Fourier-Transformed NEGF Equations................  65

3.4 The Effect of Interfacial Rashba SOC on the Voltage Signal of Spin
Pumping in F|I|N and F |I|F  Junctions ....................................................  67

3.5 Disorder and Extrinsic SOC Effects on Charge Pumping in Magnetic
Tunnel J u n c tio n s ........................................................................................... 70

3.6 Summary of C h a p te r ...................................................................................  72

4 M ICROW AVE-DRIVEN  
FER R O M A G N ET-TO PO LO G IC A L-IN SU LATO R  
H ETERO STR UCTURES: TH E PR O SPEC T FOR G IA N T SPIN  
BA TTERY EFFECT A N D  Q U A N TIZED  CH ARG E P U M P  
D E V I C E S ..............................................................................................................  74

4.1 M otivation.......................................................................................................  74
4.2 Rotating Frame Approach to Spin Pumping in FM-TI Heterostructures 77
4.3 Quantized Pure Spin Current Pumping in FM-TI Heterostructures . . 81
4.4 Quantized Charge Current Pumping in FM-TI Heterostructures . . .  83

vi



4.5 Origin and Requirements for Quantized Pumping in FM-TI
Heterostructures ........................................................................................... 85

4.6 Summary of C h a p te r ..................................................................................... 8 8

5 SPIN -TO -C H A R G E C O N V ER SIO N  IN  VERTICAL A N D
LATERAL TO PO LO G IC A L-IN SU LA TO R /FER R O M A G N ET  
H ETER O STR U C TU R ES W ITH  M ICROW AVE-DRIVEN  
PR EC ESSIN G  M A G N E T IZ A T IO N ...............................................  90

5.1 M otivation........................................................................................................  90
5.2 Device Setup .................................................................................................. 90
5.3 Models and Hamiltonians ...........................................................................  93
5.4 Results and D iscussion .................................................................................. 97
5.5 Summary of C h a p te r ..................................................................................... 102

6 SPIN -T R A N SF E R  A N D  SPIN -O R BIT IN D U C E D  TORQUES . 104

6.1 Density Matrix in Steady-State N onequilib rium ....................................  104
6.2 Spin-Transfer T o rq u e ..................................................................................... 107
6.3 Gauge-Invariant Nonequilibrium Density Matrix for Steady-State

Transport in the Linear-Response and Elastic R eg im e..........................  110
6.4 Applications to Spin Torque Calculations.................................................  114

6.4.1 Application to Spin-Transfer Torque in M T J s ..........................  119
6.4.2 Application to Spin-Transfer Torque in Semi-MTJs with 

Interfacial Rashba SOC .................................................................  120
6.4.3 Application to Spin-Orbit Torques in Laterally Patterned 

Heterostructures with Strong Interfacial Rashba Coupling . . 122
6.4.4 Application to Spin-Orbit Torques in 3D Topological Insulator 

Heterostructures .............................................................................. 128

6.5 Summary of C h a p te r ..................................................................................... 132

7 ELEC TR O N -M A G N O N IN TER A C TIO N  EFFECTS ON
ELECTRONIC TR A N SPO R T IN  M TJS .............................................  134

7.1 M otivation........................................................................................................  134
7.2 Hamiltonian for Coupled Electron-Magnon System within MTJ . . . 138
7.3 Nonequilibrium Diagrammatics for Electron-Magnon Interacting System 141

7.3.1 Compact Analytical Expressions in the Keldysh Space . . . .  141

vii



7.3.2 Numerical Implementation in Keldysh S p a c e .............................  147

7.4 Application to Charge and Spin Currents in MTJ Driven by Finite Bias 
Voltage..............................................................................................................  150

7.5 Summary of C h a p te r ....................................................................................  160

B IB L IO G R A P H Y ....................................................................................................  163

A ppendix

A  HILBERT T R A N S F O R M A T IO N .............................................................. 183
B A N  EFFIC IEN T ALGO RITH M  TO FIN D  CERTAIN

ELEM ENTS OF IN V ER SE OF A SPARSE M A T R I X .................... 185
C SPIN -O R BIT IN TER A C TIO N  H A M IL T O N IA N .............................  190
D LIST OF P U B L IC A T IO N S ........................................................................... 194

viii



LIST OF FIG URES

2.1 The Keldysh contour for the time integration that maps the
Heisenberg equation of motion for the evolution of an operator to a 
Schrodinger-type evolution.........................................................................  17

2.2 Schematic of two-terminal open quantum system attached to
macroscopic reservoirs in equilibrium held at different chemical 
potentials and/or temperatures................................................................. 19

2.3 Diagrammatic representation of expression for current in Keldysh
space...............................................................................................................  23

2.4 Diagrammatic representation of expression for noise power in Keldysh
space...............................................................................................................  29

2.5 Diagrammatic representation of Eq. (2.108) where the solid lines
represent electronic GF and summation is over the different 
configurations that the empty circles are being connected via bosonic 
wiggly lines interacting with the p medium (i.e., vacuum) is 
performed.......................................................................................................  33

2.6 (a) Diagrammatic representation of Eq. (2.109); and (b)
Diagrammatic representation of Eq. (2.113). In Chapter. 7 give a 
more detailed description of the diagrams and the corresponding 
interpretations for the specific case of electrons interacting with 
magnons in M TJs......................................................................................... 35

2.7 (a) Feynman diagrams for the lowest order corrections to the noise 
power due to the two-particle characteristics of the current-current 
correlation, (b) Diagrammatic representation of the self consistent 
expression, Eq .(2.127), for the noise power in Keldysh space taking
into account the non-crossing ladder diagrams......................................  39

ix



(a) F |I|F  MTJ and (b) F|I|N semi-MTJ with precessing 
magnetization of a single F layer are modeled on a simple cubic 
finite-size tight-binding lattice attached to semi-infinite ideal 
(disorder and interaction free) N leads. The thicknesses of the 
ferromagnetic layers and thin insulating barrier is measured using the 
number of atomic monolayers dp and dp respectively. For example, 
dp — 8  and dj — 4 in the illustration, while in the actual calculations 
we use dp = 50 and dj =  5 monolayers of cross section 20 x 20 lattice 
sites. The interfacial Rashba SOC due to structural inversion 
asymmetry of the junction is included in the last monolayer of the F 
slab that is in direct contact with the tunnel barrier I. The F layers 
can also include disorder modeled as a random on-site potential and 
the corresponding extrinsic SOC, while binary alloy disorder in the I 
layer models A10x-type tunnel barrier....................................................

The Fano factor of the zero-temperature and zero-frequency shot 
noise vs. the disorder strength W  in transport through N slab with 
static disorder or F slab with both static disorder and the 
corresponding extrinsic SOC of strength A e s o  =  0.047. Both slabs 
consists of 50 monolayers (containing 20 x 20 atoms per cross section) 
which axe connected to two semi-infinite ideal N leads........................

The decay of current polarization along the diffusive F layer with 
static disorder of strength W  =  3y and the extrinsic SOC of strength 
A e s o  =  O.I7 . The F layer is attached to two semi-infinite ideal N 
leads where charge current which is 1 0 0  % spin-polarized along the 
z-axis, P m =  (0,0,1), is injected from the left N lead and P°ut is 
computed in the right N lead for F layer of thickness dp. The unit 
vector of the magnetization in F is either parallel (solid line) or 
antiparallel (dashed line) to the z-axis. The inset shows spin-diffusion 
length as a function of A e s o  when F layer is replaced by diffusive N 
layer with different strengths of extrinsic SOC, where each value of 
Lsf is extracted by fitting exponentially decaying function to P°ut vs. 
dpi curves.......................................................................................................



(a) The setup for the measurement of the out-of-plane TAMR in F|I|N  
semi-MTJ, defined by Eq. (3.6), as a function of the angle 4> between 
the static magnetization of the F layer and the transport direction 
(the x-axis). In panel (b), the Rashba SOC at the F monolayer in 
contact with the tunnel barrier I is fixed at 7r s o  =  0 .5 7 , while panel
(c) shows TAMR {(f) =  90°) for different values of 7r s o - (d) The setup 
for the measurement of the out-of-plane TAMR in F |I|F  MTJ, defined 
by Eq. (3.7), as a function of the magnetization orientation in each of 
the two F layers with respect to the transport direction. The TAMR 
depends on the absolute magnetization directions m i and m 2. In 
panel (e), the Rashba SOC of strength 7 rso  =  0 .5 7  is present at both 
F monolayers in contact with the tunnel barrier I. The F layers in 
both semi-MTJ and MTJ have finite thickness dp — 50......................

The magnitude |P out| of the spin-polarization vector of outgoing 
charge current in the right N lead after fully |Pm| =  1 spin-polarized 
current is injected from the left N lead traversing a monolayer with 
the Rashba SOC of strength 7r s o - The spin-polarization vector P m 
can point along three different axes of the coordinate system in 
Fig. 3.1, where P m =  (0,1,0) and P m =  (0,0,1) are parallel to the 
Rashba monolayer while P in =  (1,0,0) is orthogonal to the Rashba 
monolayer. The direction of P out remains collinear with P m, as 
illustrated in the inset.................................................................................

The comparison of the dc pumping voltage in a clean N |F|I|F |N  
junction with finite thickness F layers {dp =  50) and a clean F |I|F  
junction whose F layers are semi-infinite. [1] The two curves can be 
computed using either the adiabatic NEGF formula in the rotating 
frame Eq. (3.36) or the adiabatic scattering formula Eq. (3.39). The 
parameters of these junction are chosen as Ep  =  —2 7 , A =  2 7 , and 
Ub =  9 7 ...........................................................................................................

The dc pumping voltage in a clean F |I|F  MTJ with finite thickness F 
layers {dF = 50) in the absence of any SOCs computed using: (i) the 
exact solution Eq. (3.36) obtained via the rotating frame approach or, 
equivalently, full time-dependent solution Eq. (3.26) with one photon 
processes taken into account Nph =  1; and (ii) truncated (to n  =  ±1) 
continued fractions solution to double-time-Fourier-transformed 
NEGF equations which gives pumped charge current via Eq. (3.42). 
The shaded area marks the interval of precession cone angles 6 <  10° 
beyond which the continued fractions solution is not applicable 
anymore..........................................................................................................



The dc pumping voltage in clean F|I|N  semi-MTJ [panels (a),(c) and
(d) and F |I|F  MTJ [panel (b)] with finite thickness (dp — 50) F layers 
and non-zero interfacial Rashba SOC. The Rashba SOC is located 
within the last monolayer of the precessing F layer that is in contact 
with the tunnel barrier I in (a),(c),(d) [as illustrated in Fig. 3.1(a)], or 
such edge monolayers are present in the left or both F layers [as 
illustrated in Fig. 3.1(b)] in panel (b). The data in panels (a),(b),(c) 
is computed by considering only one microwave photon exchange 
processes, while in panel (d) we show correction to this result when 
up to 9 microwave photons are taken into account in Eq. (3.26) 
applied to F|I|N semi-MTJ........................................................................

The dc pumping voltage in F |I|F  MTJs of finite thickness F layers 
(dp =  50) with: (a) static disorder of strength W  within F layers; (b) 
static disorder of strength W  — 3y ensuring diffusive transport regime 
(see Fig. 3.2) and the extrinsic SOC of strength Aeso determined by 
such disorder via Eq. (3.2). The tunnel barrier I in both panels 
contains binary alloy disorder 5Ub — O.5 7 . The spin-diffusion length 
corresponding to the values of A e s o  i s  shown in the inset of Fig. 3.3.

The proposed heterostructures consist of a 2D topological insulator 
(TI) attached to two normal metal (NM) electrodes where the 
ferromagnetic insulator (FI) with precessing magnetization (with cone 
angle 9) under the FMR conditions induces via the proximity effect a 
time-dependent exchange field A ^  0 in the TI region underneath. In 
the absence of any applied bias voltage, these devices pump pure spin 
current into the NM electrodes in setup (a) or both charge and spin 
current in setup (b).....................................................................................

The total pure spin current pumped into the NM electrodes as a 
function of the precession cone angle in FM-TI heterostructures from 
Fig. 4.1(a). The TI region is modeled as GNR with zigzag edges and 
non-zero intrinsic SO coupling 7 3 0  7  ̂0 or HgTe-based strip. For 
comparison, we also plot pumped spin current when TI is replaced by 
a zigzag GNR with zero intrinsic SO coupling 7 3 0  =  0. In the case of 
HgTe-based heterostructure, we show that increasing the size of the 
proximity induced magnetic region within TI widens the interval of 
cone angles within which pumped current is quantized.......................



The total pumped charge current versus the precession cone angle in 
FM-TI heterostructures from Fig. 4.1(b). The TI region is modeled 
as GNR with zigzag edges and intrinsic SO coupling 7 3 0  =  0.037 or 
HgTe-based strip. In addition to charge current, these 
heterostructures pump spin current plotted explicitly for the 
GNR-based TI, while for HgTe-based device the two curves are 
virtually identical (due to larger device size).........................................

Spatial profile of local pumped pure spin current corresponding to 
total current in Fig. 4.2 at 9 — 90° for GNR model of TI with 
7 so =  O.O3 7 . The corresponding total pumped currents are plotted in 
Figs. 4.2 and 4.6..........................................................................................

Spatial profile of (a) local pumped spin current and (b) local pumped 
charge current in the heterostructure shown in Fig. 4.1(b) at 9 — 90°. 
The corresponding total pumped currents are plotted in Fig. 4.3. .

Total pure spin current at each transverse cross section along the 
heterostructure in Fig. 4.1(a) for two different precession cone angles. 
The total spin current for cone angle 9 — 90° is obtained by summing 
local currents shown in Fig. 4.4.................................................................

The effect of the static impurity potential on pumped currents at 
precession cone angle 9 = 90° for GNR-based TI, where pure spin 
current curve labeled with (a) is generated by the spin battery device 
in Fig. 4.1(a) while curves labeled with (b) axe for the device in 
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Schematic of (a) lateral and (b) vertical F /T I heterostructures where 
magnetization dynamics, driven by the absorption of microwaves of 
frequency ui under the FMR conditions, pumps pure spin current 
along the z- or r-axis, respectively, in the absence of any dc bias 
voltage between the N leads. The strong interfacial converts pumped 
spins into charge current flowing along the rr-axis in both panels, 
which is measured as the voltage signal tpUmp in an open circuit. 
Besides lateral heterostructures of F /T I type (explored in the 
experiments of Ref. [2]), we also analyze lateral F/2DEG 
heterostructures with conventional Rashba SOC at the interface 
(explored in the experiments of Ref. [3]) for comparison. Due to the 
magnetic proximity effect, Asurf (t) energy gap appear on the surface 
of TI or 2DEG due to the component of magnetization m (t) which is 
perpendicular to the interface. The unit vector mathbfriM specifies 
the axis around which magnetization is precessing, while the unit 
vector iiti is perpendicular to QLs of 3D TI slab.................................

The local density of states g(E, ky,k z — 0) on first ML of TI in 
contact with F layer within vertical heterostucture illustrated in 
Fig. 5.1(b), as well as on adjacent second and third MLs. The TI 
layer is either weakly (top row with F-TI hopping J  =  0.25 eV) or 
strongly (bottom row with F-TI hopping J  =  0.4 eV) coupled to the 
neighboring F layer whose magnetization perpendicular to the F /T I 
interface is assumed to induce energy gap on surface of TI via the 
magnetic proximity effect...........................................................................

The peak of local density of states g(E , ky, kz) on first ML of TI in 
contact with N layer within vertical N /T I/N  heterostucture and the 
corresponding spin texture of the state. The TI layer is weakly 
coupled to the neighboring N layer, J  =  0.05 eV..................................

(a), (c) The dc pumping voltage in lateral F /T I and F/2DEG 
heterostructures for different orientation of the axis n m  around which 
magnetization of the F layer precesses with cone angle 6. Panels (b) 
and (c) plot the spin current I Sa which accompanies the charge 
current I  = VpUmpG in (a) and (b), respectively, where both I Sa and I  
flow along the x-axis in Fig. 5.1. Note that charge current is non-zero 
only when magnetization is precessing around the y-axis in 
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5.5 Efficiency of spin-to-charge conversion in lateral F /T I and F/2DEG 
heterostructures quantified by computing the ratio of charge I  and 
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6.1 Schematic view of junctions exhibiting spin torque that we employ in
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nonequilibrium density matrix derived in Sec. 6.3: (a) conventional 
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F layer with free magnetization which are separated by a thin 
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6 .8  (a) The angular dependence of torque components,
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A B ST R A C T

Current and future technological needs increasingly motivate the intensive sci­

entific research of the properties of materials at the nano-scale. One of the most 

important domains in this respect at present concerns nano-electronics and its diverse 

applications. The great interest in this domain arises from the potential reduction of 

the size of the circuit components, maintaining their quality and functionality, and 

aiming at greater efficiency, economy, and storage characteristics for the corresponding 

physical devices. The aim of this thesis is to present a contribution to the analysis of 

the electronic charge and spin transport phenomena that occur at the quantum level 

in nano-structures.

This thesis spans the areas of quantum transport theory through time-dependent 

systems, electron-boson interacting systems and systems of interest to spintronics. A 

common thread in the thesis is to develop the theoretical foundations and compu­

tational algorithms to numerically simulate such systems. In order to optimize the 

numerical calculations I resort to different techniques (such as graph theory in finding 

inverse of a sparse matrix, adaptive grids for integrations and programming languages 

{e.g., MATLAB and C+-1-) and distributed computing tools (MPI, CUDA).

Outline o f the Thesis
After giving an introduction to the topics covered in this thesis in Chapter. 1 ,1 

present the theoretical foundations to the field of non-equilibrium quantum statistics 
in Chapter. 2. The applications of this formalism and the results are covered in the 
subsequent chapters as follows:

1. Spin and charge quantum  pum ping in tim e-dependent system s:

Covered in Chapters. 3, . 4 and . 5, this topics was initially motivated by ex­
periments on measuring voltage signal from a magnetic tunnel junction (MTJ) 
exposed to a microwave radiation in ferromagnetic resonance (FMR) condition.
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In Chapter. 3 we found a possible explanation for the finite voltage signal mea­
sured from a tunnel junction consisting of only a single ferromagnet (FM). I show 
that this could be due to the existence of Rashba spin-orbit coupling (SOC) at 
the interface of the FM and insulator. Assuming that the measured signals are 
quantum mechanical effect where a solution to the time dependent Schrodinger 
equation is required, I use Keldysh Green function formalism to introduce a 
“multi-photon” approach which takes into account the effects of time-dependent 
term exactly up to scatterings from a finite number of photons. We then proceed 
to find the corresponding Green function numerically using a recursive method 
which allows us to increase the size of the system significantly. We also implement 
other approximations such as adiabatic and rotating frame approaches and com­
pared them with our approach. In Chapter. 4, I investigate the spin and charge 
pumping from a precessing magnetization attached to the edge of a 2-dimensional 
topological insulator (2DTI). We show that, in this system a huge spin current 
(or voltage signal if the FM covers only one edge) can be pumped for very small 
cone angles of the precessing FM (proportional to the intensity of the applied 
microwave). In Chapter. 5 I present the third project in this field of research, 
where, I investigated the pumping from FM attached to a 3-dimensional TI.

2. Spin-transfer torque:

Presented in Chapter. 6 , in this work I investigate the torque induced by a flow 
of spin-polarized current into a FM and check the condition in which it can cause 
the magnetization to flip. Motivated by recent experimental developments in 
the field, here I consider systems with strong SOC such as TIs within a magnetic 
tunnel junction (MTJ) heterostructure. In the theoretical part I show the correct 
way (as opposed to the conventional approach used in some theoretical works 
which suffers from violation of the gauge invariance) to calculate linear-response 
torque to the external applied voltage and for the numerical calculation I adopted 
a parallelized adaptive integration algorithm in order to take care of very sharp 
changes that appear in momentum and energy dependence of the spin-transfer 
torques.

3. Transport through m any-body interacting system s:

As demonstrated in Chapter. 7, in this research I use Keldysh Green function 
formalism resummation of the corresponding Feynman diagrams, including the 
self-consistent second Born approximation with and without bubble diagrams 
(i.e., GW-like), to find the effect of coupling on I-V characteristics and STT in 
MTJs. Particularly, I investigated if the electron-magnon coupling can explain 
the zero-bias anomaly observed experimentally in MTJs which is considered to 
be a signature of inelastic tunneling spectrum.
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Chapter 1 

IN TR O D U C T IO N

Spintronics explores phenomena intertwining electronic charge and spin [5]. The 

ability of spintronics to re-energize itself in directions that germinate new subfields 

has made it one of the most fertile grounds for basic research aimed at future ap­

plications. It has also crucially relied on the discovery of new materials (such as 

diluted magnetic semiconductors and oxides [6 , 7]) and heterostructures (such as spin 

valves, magnetic tunnel junctions, and multilayers for electrical manipulation of mag­

netism [6 , 8 ]) where control over spin-dependent properties of interfaces is essential. 

The first-generation spintronics [9], which is primarily focused on giant magnetoresis- 

tance (GMR) in FM /N /FM  (FM-ferromagnetic metal; N-normal metal) spin valves 

and tunneling magnetoresistance (TMR) in FM /I/FM  (I-insulator) magnetic tunnel 

junctions (MTJs), operates with independent spin-f and spin-j, transport channels and 

spin-polarized charge currents. On the other hand, the so-called second-generation 

spintronics [1 0 ] aims to harness spin coherence, in which a persistent component of 

the spin can be maintained transverse to an applied magnetic field or magnetization, 

as well as low-dissipation pure (i.e., not accompanied by any net charge flux) spin 

currents [1 1 ].

The May 2012 special Insight issue of Nature Materials has highlighted five 

emerging subfields of the second-generation spintronics: (i) spin-transfer torque (STT), 

where spin current drives magnetization dynamics [12]; (ii) spin Hall effect (SHE), 

where longitudinal charge current I  = 1^ + 1^ generates transverse pure spin current 

I Sz = — / I  in systems with intrinsic or extrinsic spin-orbit coupling (SOC) [13]; (in)

spin caloritronics, where temperature gradients drive spin currents carried by electrons
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or magnons [14]; (iv) silicon spintronics, exploring injection, propagation over large dis­

tances [15] and detection of spins in silicon [16]; and (v) spintronic aspects of graphene 

(Gr) and TI as newly discovered “Dirac materials” [17]. These are nonmagnetic ma­

terials which possess a usual band gap in the bulk, while hosting conducting surfaces 

(or edges in 2D) whose massless Dirac electrons have spins locked to their momenta 

due to the strong Rashba-type SOC. The spin-momentum locking prevents backscat- 

tering off weak time-reversal invariant perturbations which do not close the bulk band 

gap, such as lattice distortions and non-magnetic impurities. It is worth mentioning 

that the first principle calculation [18, 19] has ignited the fabrication of Bi2Se3, Bi2Te3 

and Sb2Te3 in the form of thin films [20] and nanowires [2 1 ] (made possible by their 

layered structure). Spin-momentum locked Dirac cone of the surface states has been 

confirmed using angle-resolved photoemission spectroscopy (ARPES) [22]. Further­

more, DFT-based calculations has predicted [23] that doping Gr with heavy adatoms 

could yield a robust 2D TI—its bulk band gap can reach room temperature, while Gr 

sheets are much easier to probe and integrate into devices than HgTe/CdTe quantum 

wells [24, 25, 26] as the only presently available realization of 2D TIs.

In the first part of my thesis concerning noninteracting systems, I focus on 

STT [12, 27], and its reciprocal effect termed spin pumping [28, 29, 30]. However, 

unlike conventional versions of these effects, where SOC is either neglected or enters 

indirectly through the finite spin-diffusion length, here we propose novel heterostruc­

tures which crucially involve strong SOC at the interface between FM or ferromagnetic 

insulator (FI) layer and a normal layer made of metals, graphene, TIs or band in­

sulators. In the second part I investigate the effect of electron-magnon coupling on 

trasport properties of MTJs. In the following we present a short introduction to the 

topics covered in this thesis.

1.1 Spin and Charge Pum ping in M TJs

Pumping is a phenomenon that converts ac variations of the parameters of an 

open quantum system into a dc flow of particles in the absence of an applied bias
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voltage. In the adiabatic regime, when the time variation of the parameters is slow 

comparing to the natural frequencies of the system, the pumped charge depends only 

on the trajectory defined in the parameter space. In this case, in his seminal paper [31] 

Thouless showed that the particle transport during the time cycle can be expressed as a 

Berry phase and it is proportional to the frequency of the oscillation. For noninteracting 

electrons, the formulation of the pumping current in terms of the variations of the 

scattering matrix was developed by Brouwer [32] for adiabatic pumping and followed 

a work by Biittiker, Pretre, and Thomas [33]. Similarly, the effect can also be used to 

generate and manipulate spin current in spintronic devices.

The spin pumping by precessing magnetization is a phenomenon where the mov­

ing magnetization of a single ferromagnetic layer, driven by microwave radiation under 

the ferromagnetic resonance conditions (FMR), emits spin current into adjacent nor­

mal metal layers [28]. The emitted spin current is pure [11] in the sense that it is not 

accompanied by any net charge flux. This effect is termed “pumping” because it hap­

pens in the absence of any dc bias voltage, and together with closely related adiabatic 

quantum pumping of charge [34] or spin [35] observed in quantum dots, falls in the 

category of problems where an open quantum system (i.e., a finite many-particle sys­

tem in contact with particle reservoirs) is exposed to time-dependent periodic externals 

fields. Unlike closely related adiabatic quantum pumping of charge [34] or spin [35] 

currents in quantum dots, which requires low temperatures and has been difficult to 

confirm unambiguously [36], spin pumping by moving magnetization is a ubiquitous 

phenomenon in magnetic multilayers at room temperature.

Since angular momentum loss carried by emitted pure spin current adds extrinsic 

contribution to Gilbert damping, spin pumping has initially been observed [28, 29, 37] 

as an increased broadening of FMR spectra upon switching from a single FM layer 

to FM /N multilayers (N-normal metal). Therefore, it is also an essential ingredient 

to understand [38] the dynamical behaviour in experiments [39] on the magnetization 

switching mechanisms.
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1.2 Spin-Transfer Torque

The STT is a phenomenon in which a spin current of large enough density 

injected into a FM layer either switches its free magnetization from one static con­

figuration to another or generates a dynamical situation with steady-state precessing 

magnetization [12, 27]. The origin of STT is absorption of itinerant flow of spin angular 

momentum components normal to the magnetization direction [40]. The reduction of 

current densities (currently of the order 106-108 A /cm 2) required for STT-based mag­

netization switching is expected to bring commercially viable magnetic random access 

memory (MRAM) [41]. The rich nonequilibrium physics [42] arising in the interplay 

of spin currents carried by fast conduction electrons and collective magnetization dy­

namics, viewed as a slow classical degree of freedom [43], is also of great fundamental 

interest.

The conventional STT is typically measured [42], or exploited for MRAM de­

vices [41], using MgO-based MTJs [44] with noncollinear magnetizations of the two 

FM layers. The STT has been studied extensively in FM /N [45], FM /I [46] and FI/N  

multilayers [47]. In contrast, the exploration of heterostructures, where SOC brings 

novel physics and new avenues for applications of STT and spin pumping, is in its 

infancy. For example, since 2010 several experiments [48, 49, 50, 51] have detected 

switching of magnetization of a single FM layer in lateral N/FM  or N /FM /I het­

erostructures with in-plane injected unpolarized charge current. Because Pt/Co/AlOa, 

or Ta/CoFeB/MgO heterostructures lack the second FM layer with fixed magnetiza­

tion (acting as spin-polarizer in conventional FM /I/FM  vertical MTJs), SOC must be 

involved in this process. Since these heterostructures are inversion asymmetric, one 

explanation assumes that there is a strong Rashba-type SOC [52] at the P t/C o  (and/or 

Co/AlO* [48, 49] or CoFeB/MgO [53]) interface, so that longitudinal current-induces 

nonequilibrium transverse spin accumulation—the so-called Edelstein effect [54, 55]— 

which then generates SO torque [56] with large field-like component. The second mech­

anism, where SH current generated within the bulk of the N layer flows perpendicularly 

through the P t/C o  or Ta/CoFeB interface to induce STT on the magnetization of the
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FM layer [50, 51], can operate concurrently and independently. Unlike the SO torques, 

which transfer orbital momentum from the lattice to the spin system, the mechanism 

in the second explanation is equivalent to conventional STT arising from a polariz­

ing layer that would be located below the Co layer with its in-plane magnetization 

perpendicular to the transport direction. However, various experiments have reported 

conflicting results for the size and direction of the torque, whose sensitivity on the 

thickness of Co layer is difficult to reconcile with predictions based on simplistic model 

Hamiltonians of experimental devices [57, 58, 59]. In what follows and the rest of the 

thesis, unless mentioned otherwise, we choose the z-axis to be perpendicular to the 

existing planes in the system and should the transport be in-plane we choose x-axis to 

be along the transport direction.

While experiments have suggested presence of giant magnitude of Rashba SOC, 

a ( f f x k ) 'e z, at the P t/C o  [48, 49] or Ta/CoFeB interfaces [53], whose strength a  is two 

to three orders of magnitudes larger than in traditional [52] two-dimensional electron 

gases (2DEGs) within semiconductor heterostructures (see Table 1 in Ref. [56]), no 

direct measurement of a  has been reported and only one very recent DFT study [60] 

has addressed this problem quantitatively.

Another type of SOC-driven STT has been predicted in vertical FI/I/FM [61, 62] 

and N /T I/FM  [62] heterostructures, where current flows perpendicularly to the plane 

with the strong Rashba SOC. These effects are far less transparent than the SO torques 

since they are a second order (oc a 2R) quantum-mechanical process, closely related to the 

tunneling anisotropic magnetoresistance [30, 63, 64, 65] (TAMR) in the case of N /I/FM  

junctions [62, 61], or a combination of TAMR-based effect and spin-polarizing action of 

the TI slab where charge current becomes spin-polarized in the direction perpendicular 

to the transport and normal to the quintuple layers (QLs) of the TI in the case of 

N /T I/FM  junctions [62].

The two types of unconventional SOC-driven torques could have important roles 

in optimizing devices for ST-based MRAM [41] and nano-oscillator [6 6 ] applications. 

For example, their usage could drastically simplify complex stacking structures of
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presently used MTJs, typically involving more than 10 different layers, due to the 

need to: optimize spin polarization across the junction; stabilize the fixed layer mag­

netization; and minimize stray fields [42, 67]. The absolute current (<  1 mA) applied 

in-plane through a thin lateral surface of recently fabricated [48, 49] P t/C o/A 10x het­

erostructures provides significant gains in terms of integration and power consumption. 

Another key issue is that conventional STT-MRAM devices [41] operate with collinearly 

magnetized MTJs, so that initial STT is zero and one has to rely on thermal fluctu­

ations or small misalignments of the layer magnetizations to initiate the switching. 

This leads to undesirable long mean switching times [6 8 ] and broad switching time 

distributions [69]. To overcome these impediments, in Chapter. 6  of this thesis we pro­

pose a greatly simplified version of orthogonal STT-MRAM [67], where the TI layer 

caps FM /I/FM ' MTJ to form T I/F M /I/F M ' stack. Should the injected current have 

in-plane component in QLs, the TI layer polarizes the current in the direction perpen­

dicular to the transport [62], thereby initiating STT on the free magnetization of the 

FM layer (pointing along the 2 -axis) whose switching is detected by the FM' layer.

Another interesting effect is when heterostructures of FI (or FM) attached to 

the surface state of 3D TI opens an energy gap at the Dirac cone at the interface due to 

the proximity-induced [70] exchange coupling Asurf. The corresponding massive Dirac 

fermions lead to chiral ID edge states along FM domain walls where the mass changes 

sign. They also exhibit half-quantized QH conductivity er# = ± e 2/2 h [71], even in 

the limit of vanishingly small Asurf —> 0, which is closely related to parity anomaly in 

high energy physics [71]. Finally, the heterostructures with Asurf ^  0 would exhibit 

topological magnetoelectric effect (TME) where magnetization is generated by electric 

field, and vice versa, with a quantized coefficient [71].

The TI surfaces are also intensely explored as a new resource for spintronics [17]. 

For example, magnetization of FI overlayer could be switched by the interfacial quan­

tum  Hall current [72, 73, 74] in the lateral geometry. In this thesis we show that in 

vertical FM /TI heterostructures [62, 75] precessing magnetization of FM (or FI) layer
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would pump charge current perpendicularly through the FM /TI interface with its mag­

nitude and angular dependence being highly sensitive to massive Dirac fermions at the 

interface [75]. A related prediction was made by Ref. [76] where lateral precessing FM 

on the surface of 3D TI heterostructure would generate topological (i.e., insensitive to 

impurities) charge pumping with jumps in the time dependence of charge current signi­

fying parity anomaly. Another challenge is to find FI overlayers that can be deposited 

onto Gr-based 2D TIs, which would generate a giant spin battery effect [77] or quan­

tized charge pumping as the most direct probe of topological invariants (as predicted by 

Ref. [78] and Ref. [77]).

1.3 Electron-M agnon Interaction Effect on Electronic Transport

One of the most important topics in the field of spintronics is to understand 

interactions between collective spin dynamics (i.e., magnons) and electronic transport 

in ferromagnetic materials. In particular, the effect of electron-magnon scattering on 

spin dephasing or the effects based on the conversion of electronic spin current into spin 

dynamics and vice versa, are two of many phenomena that have challenged condensed 

m atter physicists for many years. While in quantum spin pumping and STT effects 

we consider the ferromagnet as a whole and ignore the internal collective dynamics 

of the local spin moments, in reality these internal degrees of freedom are believed to 

alter the results significantly. In fact, when passing hot electrons through a magnetic 

material, excitations of the collective modes can be created in the material through 

inelastic scattering accompanied by a spin flip and transfer of angular momentum as 

well as energy to the magnetic system. The spin flip of the electron due to the inelastic 

scattering from the magnetic material creates a Stoner excitation or a collective excita­

tion in form of a magnon. This phenomenon can also be used to convert electronic spin 

current into magnetic spin current, which unlike electronic spin current, can propagate 

for a long distance in magnetic dielectrics (e.g., yttrium  iron garnet, YIG) without 

significant dissipation as a result of very small magnetic damping. In this case the effi­

ciency of such an effect is mainly limited by the efficiency of the electronic spin current
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to magnonic spin current conversion. The fact that this effect is in principle similar 

to the energy conversion mechanisms in other branches of physics such as exitonic so­

lar cells, similar techniques that are used to improve the efficiency of the conversion 

can be used here as well. Two of such techniques include, multiple magnonic excita­

tion [79] and renormalizing the effective coupling through quantum many-body vortex 

corrections. While different experimental groups are currently working on this topic, 

on the theoretical front due to its intrinsic nonlinearity and time dependent nature 

of the effects, the quantum simulation of the problem has become very difficult. To 

cite Ashcroft and Mermin [80] : “The development of a tractable model of a magnetic 

metal, capable of describing both the characteristic electron spin correlations as well 

as the electronic transport properties predicted by simple band theory, remains one of 

the major unsolved problems of modern solid state theory.”

In order to model collective modes in a ferromagnet correctly, one should con­

sider different types of interactions in the system. Few of such interactions include: the 

exchange interaction; the spin-orbit interaction; the Zeeman interaction, and the mag­

netic dipole-dipole interactions. While the exchange interaction causes the alignment 

of the spins, it can arise from either direct {i.e. overlap of the wavefunctions), indirect 

{i.e. mediated by nonmagnetic atoms or conduction electrons) or itinerant exchange 

{i.e. exchange between itinerant electrons) interactions. The spin-orbit interaction 

couples the magnetism to the crystal configuration of the lattice which leads to the 

magnetocrystalline anisotropy in ferromagnetic materials. Furthermore, the Zeeman 

interaction describes the coupling of angular momentum to an external magnetic field. 

And finally, the dipole-dipole interaction leads to the existence of domain-walls. It is 

worth mentioning that a rigorous quantum consideration of the effect of lattice struc­

ture and magnetic dipole interaction is still in order [79]. In this thesis we address the 

effect of such collective modes in current-voltage characteristics (IVC) in MTJs. To 

do this we consider phenomenological modeling of the ferromagnet taking into account 

the exchange coupling, anisotropic magnetic field and the Zeeman interaction. The 

formulation and the results are covered in Chapter 7.
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Chapter 2

Q U A N T U M  M EC H A NICAL FO RM ULATIO N OF SYSTEM S O UT OF
EQUILIBRIUM

2.1 Introduction

Physics of nano-scale electronic systems is an area of both theoretical and ex­

perimental research activities that has been growing explosively worldwide during the 

past two decades. The necessity to miniaturize the electronic devices, which has al­

ready made the dimensions of current transistors used in computer chips to be in the 

range of nano-meters, has made the effects of low dimensionality (e.g., surface effects) 

and quantum wave function of the electrons more significant. Further progress on this 

path requires the electronic devices to use full advantages of quantum-mechanical be­

havior of electrons in such scales rather than classical or semi-classical approximations 

that has been sufficient to theoretically explain most of the effects observed in the 

conventional electronic devices. Additionally, due to their very sensitive and nontriv­

ial nature, fabrication and investigating the possible applications of nano-electronic 

devices experimentally are very expensive and time consuming such that in this field 

theoretical modelings and predictions have more important place than ever in the his­

tory of science. Fortunately, in this field the sizes of the building blocks of the devices 

are small enough that make it possible to start performing controlled modeling simu­

lations to guide the experiments in building proper devices for the practical purposes. 

Furthermore, in nano-structured materials due to their very high specific surface area, 

the surfaces and interfaces play important role in the dynamics of the electrons. This 

in turn necessitates the real space modeling of the devices. The usage of intrinsic 

quantum properties of the electrons (e.g., spin, pseudo-spin) is also another possible 

advantage of the nano-scale devices that has opened the whole new field of spintronics.

9



Unlike charge, the spin of the electrons is in general a nonconservative quantity that 

idealistically can be manipulated in a controlled fashion that can be used as another 

mean to; alter the charge current flow, transport the information (i.e., spin current) or 

perform quantum computations. Such applications has made the field of spintronics 

as one of the most promising areas of condensed m atter physics, materials science, and 

nanotechnology that can have a great impact on the functionality of the future devices.

The outline of this chapter is as follows. In Sec .2.2 we present the Schrodinger 

equation in atomic orbital representation with the aim of discretization of the Hamil­

tonian. In Sec .2.3 after giving an introduction to the Green function (GF) approach 

of solving the single particle Schrodinger equation, we proceed with a generalization of 

the technique to many-particle systems in equilibrium. Furthermore, we present some 

technical details regarding the different approaches to reduce the size of the Hamilto­

nian and regard the effect of the rest of the system as a self-energy term. In Sec .2.4 we 

generalize the GF approach to the nonequilibrium case using the, so called, Keldysh 

technique and present the expressions for the observables in this formalism in the sub­

sequent subsections. In Sec .2.5 we present a generalization of the GF approach to 

interacting cases and obtain the expressions for the observables in the presence of the 

interactions. Although the effort has been made to write this chapter comprehensively, 

we assume that the reader is already familiar with the basics of the topics.

2.2 Tight-B inding H am iltonian

A general trend in theoretical physics to simulate a system is to start from a 

minimal model that contains only the relevant features of the system and ignore the 

effects that are believed to be insignificant in the regime of interest. In the phenomeno­

logical modeling of a system we introduce a set of initially unknown parameters that 

are only found after comparing the results of calculations with the experimentally mea­

sured results. In this thesis in order to model the nano-structured systems we use tight 

binding approach which is a phenomenological method to construct the Hamiltonian 

suitable for numerical simulations of quantum systems. In following we present an

10



introduction to the tight binding approach using the atomic orbitals as the localized 

Wannier functions [81].

The dynamics of an electron inside a crystal of atoms obeys the Schrodinger 

equation
o  a_2

^(x ,£), (2.1)- H v 2 + I X R< + x >i )2m

where R* and U (x, t) correspond to the location and potential profile of each atom, 

respectively. Assuming that the localized states corresponding to the atoms form a 

complete set that covers the whole or the physically relevant portion of the Hilbert 

space of a single electron, one can expand the wave function in terms of the lo­

cal states, \I/(x, t) = JA a aiQ(t)'0 Q(Ri +  x), where t/jq(x), corresponds to the lo­

calized eigenstates of a single atom satisfying the atomistic Schrodinger equation, 

[—h2V 2/2 m  +  U(x)],i/ja('x) = £ai/ja(x). Substituting this expansion into the Schrodinger 

equation, we get
Q  ^

* =  EaCia(t) T ^  ] TjqjflCjp(t), (2-2)
jP

where c(t) =  A ^a(t), and T is called the hopping matrix which is defined as T =  

A - ^VA- ^, with

A  iajp = j  d x ^ ( R j  +  x)V>Q(R i + x), (2.3)

as the overlap matrix and,

V ia j0 =  X] J  rfx^ ( R -j +  x)*7(Rfc +  x )^a(R i + x). (2.4)
k^i

Note that the overlap matrix commutes with the diagonal matrix formed by the atomic 

eigenenergies eQ, and additionally, for a normalized set of local states we have =

5ap. Unlike the original Schrodinger equation, Eq. (2.2) is a discrete equation that 

can be solved numerically. It is in fact straightforward to find the eigenenergies and 

eigenstates of the Schrodinger equation in the new representation, by diagonalizing the 

Hamiltonian matrix

H ia,jP — ^ia^a/3^ij T  T ia,jj3- (2-5)
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Another approach to find the observables of this system is to use GF approach which 

is the subject of the next section.

2.3 GF Formalism

In general, GF approach is introduced when the solution to a system of linear 

integro-differential equations is required. In fact the GF is nothing more than the 

propagator of the system which is defined as

Ciafa) =  T ( e~Z ̂  )iaJ0Cj/3 (tp) = ~ i  ^  G iajp(t, t0)cj/3(t0) , (2.6)
iP  jP

which says, if the quantum state of the system is known at time t0, the GF can be used

to obtain the quantum state at another time t. Here T  is the time ordering operator

which orders operators (i.e., time dependent Hamiltonians) such that T [H (t!)H (t2)] =

Q(ti — t2)H (t1)H (t2) +  0(t2 — t i)H (t2)H(t;i), where, 9(x) is the Heaviside step function

(9X =  1 for x > 0 and 9X = 0 for x < 0). Eq. (2.2) requires the GF matrix to obey the

following equation of motion called Dyson equation,

( i ^ - H j G ( t , t 0) = 6 ( t - t 0) l .  (2.7)

Here, 1 is the identity matrix. The conventional solution of this equation which has 

the form of Feynman propagators reads,

G (t, t0) — 9(t — t0)G r (t, to) — 0(to — t)G °(t, to), (2-8)

where, G r (G“) is called retarded (advanced) GF and read

G '(B) =  , G “(£ ) =  [G '(B)]t. (2.9)

2.3.1 GF Approach for Open Quantum  System

The GF approach proves to be advantageous comparing to the diagonalization 

method when we have an open systems (the size of the system is infinite). In this 

case we can define a region of interest called the central region where the observables 

are being measured and consider the rest of the system as the reservoirs which can be

12



modeled as a self-energy term in the Hamiltonian. We can demonstrate this in details 

considering an infinite size of ID chain of atoms with a nearest neighbored hopping
it
■ i+la,i/3such that T ia,i+W — T]+lQia =  t ap. In this case Eq. (2.2) after Fourier transformation

in time reads

(.E - i r j  -  £a)cia(E) -  ^  ^apci+ip{E) -  ^  t ^ C i - ip{E) =  0, (2.10)
P P

Assuming a finite size for the chain, we can try  to solve this system of equations starting 

from either end of the chain inside one of the reservoirs. In this case for the “last” 

atom (z =  N , where N  —> oo) we have

1
CNa = E -t* Cn -1/3- (2-11)

af.3[ (E  — irj)l — e

We can then plug in this solution into the equation for i =  N  — 1 and obtain

rttCN-la = ^ 2
P

CN—2/3- (2-12)
a/3(E — *̂ ?)1 — ^ — ^/v(-£')

where £^(£7) =  t  [(E — irf) 1 — £]_1 t^ is the self-energy due to removal of the iVth 

atom. We can continue this for the rest of the atoms in the reservoir and remove them 

one by one and obtain the following recursive relation for the self-energy

For an infinite iteration which corresponds to infinite number of atoms in the reservoir 

the self-energy converges to a finite value. This approach is in essence nothing more 

than Gauss-Gordan elimination method to find solution to a linear system of equations.

Another numerical approach which converges much faster than the above itera­

tion scheme is to eliminate half of the atoms in each iteration instead of a single atom. 

In this case we assume that the number of atoms is 2N and in first iteration we remove 

the atoms with even labels, (2,4,6,...). The Schrddinger equation in this case reads

(go 1 “  tgo tf)ci -  tg 0tc3 -  t fco =  0, (2.14)

(go1 -  tgo t1 -  t tgot)c2i+i -  t tg0t tc2i- i  -  tg 0tc2j_|_3 =  0. (2.15)
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where gg1 =  {E — irj) 1 — e. In the second step, we repeat the same procedure and 

remove the atoms with labels (3,7,11,...) to obtain a Schrodinger equation for the 

atoms with labels 4i +  1. Performing this elimination n  times gives

71—1

(So 1 “  X  u ™g™v ™ )ci -  u „ c 2n+ i  -  v q Cq =  0, (2.16)
771=0

. - 1 .g71 C27ij+l — VnC2n(j_l)+l — UnC2n(j_|_l)_|_l — 0, (2-17)

where u 0 =  t, v 0 =  t'1' and the recursive relations are given by

g " 1 =  g “l i  -  u n_ign_ivn_i -  vn_ign_ iun_i, (2.18)

Un =  Un-ign-iUn-i, (2.19)

V77 =  vn_ign_iv„_i. (2 .20)

The advantage of this numerical approach comparing to the previous approach is that, 

here the convergence is quadratic instead of linear. The disadvantage is that at some 

energies the iteration might not converge. Third approach to find the self-energy of 

the reservoirs which does not suffer from convergence is to use analytic solution to the 

self-consistent equation. (2.13). Should t  and e be diagonal matrices (in general, one 

could try  to perform a unitary transformation to diagonalize them if possible), we can 

solve Eq. (2.13) and obtain

{ l ( E l  - e ) -  i J t H  -  \ {E1  -  e)2, if \E1 — e \<  |t|
2 V 4V *2__________  . (2.21)

|  (E l  — e) — s ign(El  — e )y ^ |(E l — e)2 — t+t, otherwise

Once the self-energies of the leads are obtained from either of above approaches, the 

GF for the central region can be obtained from

° ^ E)  = S l - H - g t f i ) - (2 '22)

When constructing the above matrix numerically, it is important to know that only 

the matrix elements of the self-energy that are connected to the reservoirs are nonzero 

and the rest are zero.
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2.3.2 GF Approach for M any-Particle System s

A generalization of this formalism to many-particle quantum system can be 

achieved by the introduction of the particle annihilation and creation operators, cia 

(annihilates a particle at site i in orbital a) and c]Q (creates a particle at site i in orbital 

a). These operators act in the Fock space and depending on the bosonic or fermionic 

nature of the particles, they commute or anticommute respectively as following,

[ C (*)> Cjp(t)\± = Sijfiapi, c]p(t)\± = 0, [cia{t),Cjf)(t)\± = 0, (2.23)

where, i  is an identity operator in Fock space. In this case the number operator can 

be defined as N ia{t) =  c\a(t)cia(t). For a diagonal Hamiltonian, the total energy in 

Fock space can be defined in terms of the number operator, H(t) = Ylm E iaN ia(t), 

which (using the unitary transformation matrices that diagonalize the Hamiltonian 

and redefining the particle operators) can as well be generalized to a non-diagonal 

Hamiltonian, H (t ) =  'Yhia j/3 H jaj/3cjQ(t)cj(g(t). Using this Hamiltonian together with 

the (anti)commutation relations, we can find the dynamical equation of motion for the 

creation/annihilation operators using the Heisenberg equation which leads to Eq. (2.2).

This means, all of the above arguments can be applied directly to the many-particle

systems as well. In particular, the GF and Eq. (2.6) introduced above can be used to 

find the propagation of creation/annihilation operators in time.

As an example, the (anti) commutation relation for different times can be written

as

)>Cjja(t)]± =  ^  Gia.fca'(t ,t)[c\.a,(t),Cjp(t)\± = iG jot,jp{t , t ). (2.24)
ha!

Taking expectation value of both sides in Fock space leads to

G <{t',t) -  G >(M ') =  G(t' ,t) ,  (2.25)

where, we define the lesser (G<) and greater (G>) GFs as follows

Gfaj P{t,t') = i(c\a(t)cjp(t')),

G l JP(t, t l) ^ T i ( £ jP(t,)4a(t))- (2-26)
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After a Fourier transformation, the above expression reads

G <{E) -  G>(E) = Gr(E) -  G a(E) = 2tt5{E -  H). (2.27)

In order to find the expressions for the lesser and greater GFs, we start from the 

definition of the expectation value for a system at statistical equilibrium,

(...) =  TrF( e ^ - 6)/kT...)/TrF(e{̂ - &)/kT), (2.28)

where, Tr^ means trace in the Fock space. Using the (anti)commutation relations for 

the particle operators and the Hamiltonian we get

G  t') =  =F *')• (2-29)
ka'

This can be checked readily by going to a representation that the Hamiltonian is 

diagonal, and using exc+cct =  exEexctc, and then back to the original representation. 

Using Eq. (2.27) leads to

G <(E) = 27rf±(E)S(E -  H) =  f± (E ) (G r(E) -  G “(£)), (2.30)

G >(E) = (f±(E) T  l)(G r (E) -  G “(E)),

where, f ± ( E ) =  \ / (e iE~E>/kT ±  1) is the distribution function. It is straightforward to 

check that the above expressions can be rewritten as,

G <{E) = G r{E)2if±(E)r]Ga{E) = f± (E )G rc( E ) (2 r{E) -  S a(E ))G “(E), (2.31)

G > (£) =  G r(E)2i(f±(E) T  1 )rjGa(E) = (f ± ( E ) T  1)Grc{E)(Y.r{E) -  Ha(E))Gac(E).

It is worth mentioning that even though r) is an infinitesimal quantity, it gets multiplied 

by the singularities in the total GF which leads to a finite value for the lesser and greater 

GFs.

2.4 K eldysh GF Approach: N on-Interacting Case

The formulation presented Sec 2.3 can be generalized to a non-equilibrium sit­

uation using the Keldysh technique in which the basic idea can be seen as an attem pt
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F ig u re  2.1: The Keldysh contour for the time integration that maps the Heisenberg 
equation of motion for the evolution of an operator to a Schrddinger-type 
evolution.

to write the Heisenberg equation for the particle creation/annihilation operator in the 

form of a Schrodinger equation:

c\( t )  =  T ( e - 1 dt' n ^ ) c \  (O)TV

= TKe - iJKdTfl{T)c\(0). (2.32)

Here we dropped the atomic state indices a  for convenience, T '  is the reverse time

ordering and Tk  is time ordering on the Keldysh contour illustrated in Fig. 2.1(a). GF 

in this case reads

(c](i)c,(0)) =  0))„,

=  E ^ V - < r M £ /  * -H h 6K t)c ,( t ) ]  4(*)%(0)>o. (2.33)
n=0 ^  \ k l  JK J

 ̂ (—j\n
=  £ H 7 r G s (t’0)> p - 34)

n = 0

where, if the whole Hamiltonian is considered as the perturbation, the particle operators 

in ( . . . ) 0 do not depend on time and the only reason to keep time dependence in the 

expression would be for the time ordering operation.
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We notice that outside the interval (0, t), we can extend the Keldysh contour to 

infinity as in Fig. 2.1(b) and have the results intact. We use Wick’s theorem to find 

the following recursive relation

?j ( t , 0 )  =  n J 2 H k1h  f  dri(7^cJ(t)Q 1(r1) )o G ^ /(ri,0 ) . (2.35)
kih J k

The prefactor n  comes from the fact that number of equivalent contractions that cj 

can make with the rest of the particle operators is n. We use this expression to obtain

( 4 ( ^ ( 0 ) )  =  -  i J 2 Hklh [  dniTxCi,(Ti)ct(t))o(7^cil (r1)cj (0)).
k i h  J k

(2.36)

This expression can be rewritten as a recursive relation if we put the times on a Keldysh 

contour as ( t ' , t )  instead of real times (0 , t):

G i j ( r , T ')  =  ( T K c l ( r ) dA r / ) ) o  [  ^ i(7 ^ Q 1(r1)cJ(r))oGij( r , r /), (2.37)
k i h

where we define G jj(r ,r ')  =  *(7kc](t)cj(t / )) =  0(t, t')G^- +  0(t' , t)G^-, as the GF on 

the Keldysh contour. Conventional representation of the GF on the Keldysh contour 

is to define it in a 2 x 2 matrix representation such that the first (second) index 

corresponds to time on the forward (backward) branch of the Keldysh contour.

G(M ') =  V ; V ’ (2.38)
G> e(t,t')G> +  9{t',t)G<

G< +  Gr G>
(2.39)

G> G> -  G 1

This way we can Fourier transform with respect to the real time and find the GF in 

energy. In this case the equation of motion can be written as

G(E) = g (E) + g (E) | H  ° | G (E). (2.40)
0 - H
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F ig u re  2.2: Schematic of two-terminal open quantum system attached to macroscopic 
reservoirs in equilibrium held at different chemical potentials and/or tem­
peratures.

Since, g is the GF in the absence of the Hamiltonian, attaching each orbital of the atom 

weekly to a reservoir at equilibrium as shown in Fig. 2.2, we can use the expression for 

the equilibrium GF in the previous section to write

0 - E l i j  j  1 E g E g - E g

ES"° ) - i S , V  l T 2 U E  
0 - E d v  Ĵ  2 ^  M E )  - ( I T  2/i

To get the second expression we used ££• =  irjS^ and Eqs. (2.30), where, f i(E)  =  

\ / ( e {'E^ ll’E kTi ±  1) is the position dependent equilibrium particle distribution function 

and T) is chosen to be infinitesimally small. The equation of motion for the GF reads

„ x (  E S i j - K  0 \  (  £<. +  ££, J Z  . , x
G  ~/(E)- -  ’ ’ ”  (2.42)

\  0 - E S l j + H  )\  E g  E g - E g

Finding the inverse of the above matrix, we can obtain the expression for the elements
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of the GF in the Keldysh space as follows,

G f <E > ° £ l - H  - S W  P-43)

G <{E) = G r(E)i:<(E)Gr(E),

G >{E) = G r(E)'E>(E)Gr(E).

Similar to the approach that led to Eq. (2.13), we can write down the same 

recursive relation for the self-energy of the leads and have the equation of motion of 

the GF for the central region only. The self-energy for lead a  reads

S “_i =  t -  ^ (2. 44)
(E - s)tz - J : -

, 1 T  2 /q(E) 2(1 T fa { E ) )  ,
with =  iSijij . Here and in the rest of the thesis,

2 T f a ( E )  - ( 1 T  2f a(E)) 
we use Tx,y,z to denote the Pauli matrices acting in the Keldysh space. It is worth

mentioning that the conventional way of writing this expression is to write down the

recursive relation for the lesser and retarded components of the GFs separately

<2-45>

£<!“ =  =  /„ (£ £ “ -  £ J “). (2-46)

with =  irjl and E ^ ’Q =  2ir]fal.

Due to the fact that the elements of a matrix defined in the Keldysh space are 

not independent, the Keldysh matrices obey few relationships that axe worth knowing.

• . ( i - i )We notice that under the unitary transformation, U =  ^  I I , matrix A
1 1

defined in Keldysh space is transformed into:

. „ . A< + Ar A> . . .
U A r f  = U \  C/t =  . (2.47)

A ^  T A > A aA< A> -  Ar 

Furthermore, the Keldysh-space matrices satisfy,

A f =  —t xA t x, (2.48)
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At the beginning of this section we emphasized that the aim of the Keldysh approach

is to write down the Heisenberg equation of motion for the particle operators in the 

form of a single particle Schrodinger equation which contains the information about 

the statistics of the particles. We see that this was achieved by doubling the number

about the holes which exists only in many-body systems. Besides having a clear phys­

ical meaning, these four GFs make it possible to obtain nonequilibrium expectation 

values of any one-particle observable, such as charge and spin currents that are the 

focus of the subsequent sections.

2.4.1 Observables: DC  Current in Tim e-Independent Case

Let us start by writing down the expression for the charge and spin current 

operator for the flow of electrons into the lead. The Heisenberg equation for the charge 

Q — e JA ss, CjsCis< or spin density Si — e ss, Cja[cr*]ss/Cis> operators of electrons in lead 

a  then yields expressions for time-dependent total current operator [82]

Here a l~° corresponds to a 2 x 2 unit matrix and er*-1,2,3 represents the x, y, z  com­

ponents of the Pauli matrices, respectively. Here t± corresponds to upper and lower

region, respectively. In the first line of Eq. (2.49) the trace is over real space (orbitals) 

and in the second line by doubling the size of the Hilbert space to include the Keldysh 

space we write down the expression in real time and then Fourier transform to energy. 

For t k  matrix defined in Keldysh space we use

of GFs required to explain the system {i.e., lesser and greater GFs). While the lesser 

GF demonstrates the propagation of the particles, the greater GF has the information

branch of Keldysh contour and d“ (i) and C j ( t ) are for electrons in the lead a  and central

(2.50)
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Since the leads are noninteracting for the leads particle operators in terms of the central 

region particle operators can be expressed as

da\ E )  = ± a(E)Tzc \ E ) .  (2.51)

After some straightforward algebra we get

/■ =  J  d E I  [c t(B )rJ? (B )rzc(B)] , (2.52)

with

o a  v  V  (  ^  / q  r n \Si =  T ^ K ^ a i  -  (TiJlaTKTz =  . (2.53)
V 0 )

Finally for the expectation value of the charge or spin current we obtain

4  =  |  J  d E h KiC[G (£ )r,S ?  , (2.54)

It is worth mentioning that this expression is invariant under the following transfor­

mation,

(  A  a \
S“ -> S“ +  , (2.55)

\ A A /

where A  is an arbitrary matrix. A diagrammatic representation of this expression can 

be seen in Fig. 2.3, where the solid line (dashed line) represents GF (self-energy of the 

lead).

By inserting the expressions for the lesser and greater GF and obtain,

I'-= l'E ,J dE{fa{E) -  [ a i r <>G ’T )8 G “ ] , ( 2 . 5 6 )

In this expression the retarded and advanced GFs appear as to quantify the rate of 

propagation of the particles from one reservoir to another and T a takes into account 

the rate at which the particles jump from the reservoir to the central region. We 

can imagine the above expression describing particles being injected from (3 reservoirs
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Figure 2.3: Diagrammatic representation of expression for current in Keldysh space.

and after propagating through the central region, the charge-spin components of the 

particle flow in a  reservoir are measured.

Furthermore, since there is no spin matrix accompanied with the r p term we 

can think of the injected current as being unpolarized. Should the injected spin current 

be polarized due to some other effects that are not taken into account in the model, 

we can generalize the above expression to calculate the current flow. The generalized 

expression for charge-spin current reads,

= l ' E j dE I U E ) -  M E ) ] Tr [CTir «Gr (* +  ■ S)  r />G °] . (2-57)

with, being the spin polarization vector of the injected particles.

2.4.2 Observables: GF in Tim e D ependent Case

Let us consider a periodically time dependent component to the Hamiltonian, 

where the frequency of the oscillation is much smaller than the bandwidth of the 

electrons. After performing a Fourier transform, the equation of motion for the GF is 

given by
N

g 1(E + nuj)Gn(E) = 5noI +  ^  m mGn+m(E), (2.58)
m = —N

where we define
N

m ( t )= ™rneiTnult. (2.59)
m = —N
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One could use two different approaches to solve this equation, namely: the adiabatic 

approach and the perturbative approach. In adiabatic approach, we first ignore the mo 

term in the equation which allows us to solve the equation exactly.

G ^ ' t) =  g - W - m W  (2'60)

where,
OO

G ad(E,t)  = ^  G ^ ( E ) e imujt, (2.61)
m = —oo

Then we consider the existence of mo and solve the equation perturbatively. The 

recursive relation in this case reads

G „(£ ) =  G ? ( E )  +  £  GtJE)[g - '(B ) -  g - ' ( E  + » ) ]  ), (2.62)
m

To the lowest order in 10 we have

G (E,t)  = G ad(E, t ) +  iG ad(E, t ) dSg ^ E) §~t G(E,  t ), (2.63)

In non-adiabatic cases, when the frequency of the oscillation is in the order of 

the energy characteristics of the system such as energy gap or the energy bandwidth of 

the electrons (e.g., photo-voltaic effect), a more general approach should be used. We 

assume that the amplitude of the external time-dependent field is small enough such 

that only scattering processes up to a finite number of photons would be sufficient to 

describe the system. For simplicity we assume that the time dependent term contains 

only a single frequency, so that the equation of motion for the GF is

g 1(£ l +  ruo)Gn(E) — 5n0i  +  m G B+i(£ )  +  m^Gn_i(FJ). (2.64)

This equation presents a system of linear equations which have a block diagonal form 

and can be solved recursively. However, n  in Eq. (2.64) runs from —oo to oo and, 

therefore, in order to solve this system of equations a cutoff in n  is required. This 

can be achieved outside the energy bandwidth where the density of states is zero and 

the real part of the equilibrium GF gets smaller. Therefore let us consider that at
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E  +  n0u> =  ±Nu> the equilibrium GF gno (E) =  g (E + nQu)  is small enough and can be 

considered it to be zero. In this case, the above recursive relation for the last nonzero

GF in upper end (we consider to be no — N  — 1) is

Gjv- i (-E) =  Gjv-2(-E,)hhgjv-i(F^). (2.65)

We can use this relation to remove G rN_1(E) from second relation for GF (for n =

N — 2),

G n-2{E) =  [GN- 3(E)m +  G ^ E ^ g ^ E ) ,  (2.66)

and get

G n_2(E) =  [Gn-3(E)m +  GJV_2(JE)mg^_1(£;)(£;)mt]gJV_1(JE), (2.67)

or

Gjv-2 (E) — G n- 3(E)mgN-2(E)aN-2,  (2.68)

where, eijv- 2  — [1 +  mgAf-i(-F,)rhlgjv_2(F,)]_1. Repeating the same procedure for the

next term which is equation for n = N  — 3, we get

G n s (E) =  Gjv-4(-E')hhgjv-3(-F')d!jv-3, (2.69)

where, oln- 3 =  [1 +  m gjv-2 (-F;)<3:jv-2iiilgjv-3 (F,)]_1. One can write a recursive relation 

for &i as follows

l  +  m g i+ i^ d i+ im tg j^ ) '  2̂’7°̂

By iterating we can eventually find ol\ and get the following relation

G 1(E) =  G 0(E )m g1(£7)a1. (2.71)

The same procedure from lower end of energy band leads to,

P - n +2 1 4 - m tg _ JV+1(£ J)m g _ JV+2(£;) ’ ^2 ‘72^
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P - N + 3 -   7 7 7 7 ^ -------------~ -----------7 7 7 ’ ( 2 . 7 3 )
1 +  m 'g_jV+2(£/)p_jv+2mg_jv+3(-E)

and eventually we get

Therefore,

$ - i  = ---------------------------^ -------------------------■ ( 2 . 7 4 )
1 +  mtg_2(-E)/3_2m g-i(£0

G _!(£) =  G o ^ m ^ - ! ^ ) ^ - ! .  (2.75)

Now we can consider the GF equation for n  =  0 and obtain

G„(E) =  go (£ )------ . .  1 . (2.76)
1 — m gi(£)aim T — mTg_1(£,)/3_1m

Since we know the Green’ function at one point (n =  0) we can use a n and ftn param­

eters (matrices in general) and calculate the GFs at other points n. For positive n  we 

have

G n(E) = G0(^)(m gid i)(m g2Q:2 )---(mgnd:n), (2.77)

and for negative n  we have

G n(E) = G0 (E) (m  ̂g_i^_i) (mtg_2/3_2) ... (m1 gn/3n). (2.78)

Although this formalism treats the effect of external time dependent term ex­

actly, in practice it ends up being numerically too expensive because one has to limit 

the calculation to scatterings from a few photons which then leads to violation of the 

charge conservation. In this case, should the time dependent term be small, in order 

to preserve the charge conservation one can obtain the GFs perturbatively to the low­

est order. To do this we introduce a time-independent coupling strength A such that 

the time dependent perturbation would be Am(f) and Taylor expand the GF in time 

representation to the second order as follows

G (t, t ') ~ g (t - t ' )  +  X J  dtig(t -  fi)m (fi)g(ti -  t')

+ A2 J  dtidt2g(t -  ti)m (ti)g(ti -  t2)m (t2)g(t2 -  t') + 0(A3). (2.79)
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In the following we introduce another approach to find the GF used in finding 

the observables which we call “multi-photon” approach that conserves the charge with 

the cost of taking into account only scatterings from a finite number of photons with 

a fixed frequency. In this approach we consider the total Hilbert space consisting of 

electrons and photons such that W-totai — Helectrons ® 'Hphotms ■ The GF in this case can 

be obtained from

G Nph(E) =

( g - \ E - N u )

rh1

0

m  0

g _1(E — (N  — l)u)  m  

m t

0

0

0

rh

. (2.80)

y u u . . .  n r  g l (E + N u )  j

The goal of this chapter was to make the reader familiar with the different ap­

proximations of finding the GFs that can be applied to a system with time dependent 

perturbation. In the presented formalism we tried to stay in the framework of Keldysh 

formalism. The conventional method is to work with the lesser and retarded compo­

nents of the Keldysh GF in order to find the expressions for the observables in terms of 

occupation number and retarded GF. In Chapter 3 we go through this approach more 

extensively and compare the results using all three approaches introduced above.

2.4.3 Observables: Current N oise o f Non-Interacting Case

In Sec. 2.4.1 we showed that once we find the GF, current can be obtained 

from (2.54) with the corresponding diagrammatic representation shown in Fig. 2.3. 

In the following we try  to obtain an expression for the current-current correlation 

(i.e., noise power) in terms of the Keldysh GF. Since both the thermal and shot noise 

power do not depend on frequency over a very wide interval we consider only ui —> 0 

limit. The noise can be separated into two components: thermal noise (V  — 0 ,T  ^  

0) which is related to the conductance by the fluctuation-dissipation theorem and 

nonequilibrium shot noise (V  ^  0 ,T  — 0) which is due to the discreteness of charge.
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In macroscopic metals the shot noise is zero which is believed to be due to inelastic 

electron-phonon scattering that averages out the current fluctuations. In the following 

we ignore the inelastic scattering and formulate the noise power in the case of phase- 

coherence transport. The current-current correlation is defined as

Sa0(t,t') = (ia(t)ip(t')) + (ip(t')ia(t)) -  2Ia(t)Ip{t'). (2.81)

Its spectral density at zero frequency is given by

/ OO
dm (ia{t)lp(0)) -  Ia(t)Ip(0) . (2 .8 2 )

-oo

From the conservation of charge current we know that the noise power must 

satisfy Sap — 0 which could be used to find the values of Saa. Therefore for 

simplicity we consider the cross-correlation cases where a  ^  /3. In noninteracting case, 

one can use the expression for current operator and using Wick’s theorem obtain the 

noise power in terms of the GF,

Sc#p(u = 0) =  - 2 j &  J  dETi[G<('E^TzGTz'Ea)> + (S QrzGrzS^)<G>

-  (GTz^ ) < ( G T zt a)> -  (S “rzG )< (S ^ G )>]

=  2^3? J  dETr[TzG r zSar zGTz^ ]  = ^  f  dETr[TaT %  (2.83) 

One could also consider a general case and obtain,

Sap(u =  °) =  X  /  d E T l f t aTP + 6af}r zT Q], (2.84)

A diagrammatic representation of this expression is shown in Fig. 2.4. This expression 

can also be obtained directly using the technique used commonly in full counting 

statistics (FCS). In this technique, a virtual term is added to the Hamiltonian

H ( t ) ^ H ( t )  + Y ^  A j j ,  (2-85)
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Figure 2.4: Diagrammatic representation of expression for noise power in Keldysh 
space.

which can be interpreted as a modification of the lead self-energy

(2 .86)

In this case the modified charge current going through each lead reads

=  d E T r ^ i  +  K r ^ G i E ^ X ^ r ^ i E ) ^ ] . (2.87)

Finally, the expression for noise power is

Sae =  (2-88)

=  j [  dETr[fc„Gr»S; +  t .G tJ S t .G t .S J  .

Considering a two-terminal system, we can use the expression for the lesser and 

greater GF to obtain

5 =t  Iir ( [ / i ( 1 _ h )  + /s ( 1 ~ /h)1 1V[T1 + (/l ~ - T)i) ■ <2-89)
where, T  =  G rr ^ G ar i ,  is called the transmission matrix. In this expression the first 

term is called thermal noise which goes to zero with temperature and the second term

is the shot noise which is due to the fact that electrons are point like particles and goes

to zero when voltage bias goes to zero.
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2.5 K eldysh GF Approach: Interacting Case

In this section we generalize the formulation developed in Sec. 2.4 to the inter­

acting case where electrons are coupled to bosonic particles in the system. In particular, 

let us consider the Hamiltonian to be of the form

In the absence of the interaction, one can find the solution to the equation of motion of 

the system exactly for fermions and bosons separately using the approach introduced in 

Sec. 2.4. Below we consider the interaction perturbatively and try  to find the equation 

of motion for the GF in non-equilibrium situation. Similar to Sec. 2.4, we start from 

Heisenberg equation for the particle operators

evolution operator on the Keldysh contour, in which the GF on the Keldysh contour 

is given by

(2.91)

By going into the interaction representation

(2.92)

we get

i j

A formal solution to this equation is given in terms of the Keldysh contour time-ordered

*—' n\ \ *—n= 0 \  kl

(2.94)
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where, hi3(r) = [Vjibj(r) +  VjjS|(r)]. By ealuating contractions of c](r) with the other 

particle operators we find

G y C ry ) =  G ij(T,T') (2.95)

+ f  rfri ~ ^ G ^(T>Ti)(TRrhzA:(ri)4(T i)ci ( r /))n. 
Jnkl

Here we can either contract the bosonic operators so that we are left with only fermionic 

operators or vice versa. We present both approaches where the former one leads to an 

effective fermion-fermion interacting model generally suitable to inevstigate transient 

behaviors, while the later one leads to Feynman diagrams that make it possible to find 

equilibrium or long time steady state solutions. Contraction of the bosonic operator 

gives

Further contraction of the bosonic operators in the density matrix p leads to the fol­

lowing expression for the expectation value of an observables O ,

(2.96)

nkik l̂il^

where

=  -> v !,V ,i (S|(T)6,(r')>„ -  iVjiVl l(bj (T)bl(T'))0 

=  V tjV ttB il(T,7') +  t ) .

(2.97)

\  kk'll' " “

In this case the interacting GF can be obtained from



where

Kn = ( - O ' G,il(r,r1)D;;j!(r;,T1)...D ^ (r;,r„ )d et(A ,), (2.101)

with the matrix An  defined as

An  —

G k l j ( r i , r ' )  G  k [ j ( T { , r ' )  .

G kll[(rU T[) G k'A {T[,r[)  .

GjfclZ„ ( r i , r n ) G fê n ( r ^ r n ) .

\ G kli'n{ri,r^) G k'iKi(T[,T^) .

G  kn j { T n , T ' )  G  k >nj K , T ' ) ^

G f c „ i ' ( T n , T O  G  k ' J ' ^ T ^ T i )  

G k n l„ { j n i  T n )  G k 'n ln (T n , T n )

G  k n Vn {Tn ,T'n )  G  k 'n Vn ( Tn ^ Tn )  )

(2 .102)

This approach is advantageous if one is interested in the transient behavior of the 

system. For the long time behavior it is numerically more efficient to perform a Fourier 

transform of the time and then integrate over energy. However, this turns out to 

be in general impossible unless we expand the determinant and perform the Fourier 

transform on each term. Another approach which leads to the same result is to start 

from Eq. (2.95) and perform the contraction on the fermionic operators instead which 

leads to

_2L
G«(r, r')=EE

n —0 n i = 0  
oo ooEE

n  i!

(-0n i

77̂1!

= E < r ^ ( r ' T')>>

n  i
71=0 711=0  

OO

(2.103)

(2.104)

(2.105)
n = 0

where,

( E  T  ) — ^  '  I  d T f t . . .Tn G i k >0 ( t ,  T 0 ) h k >ako ( t o )  ( t q ,  T i ) .  ■.hk ln k n ( T n ) G krlj  ( t u , T  ) .
U .  7„  JJiQ.. .kfly yK 0 . . . K n

(2.106)

One could further contract the fermionic operators in the density matrix expan­

sion (i.e., expansion with index ni)  for the purpose of having the expression in terms
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Different Configurations

Figure 2.5: Diagrammatic representation of Eq. (2.108) where the solid lines rep­
resent electronic GF and summation is over the different configurations 
that the empty circles are being connected via bosonic wiggly lines inter­
acting with the p medium (i.e., vacuum) is performed.

of the bosonic operators only. In that case contractions of the bosonic operators would 

be equivalent to the expansion using Feynman diagrams. Straightforward calculation 

yields

OO TO—1 711—1 

n = 0 n i = 0  ri2 = 0

with A™ = Sn0 — 8n^ 0i J  d r hij ( r ) J4"i_1(T, r)  corresponding to an electronic loop 

in the language of Feynman diagrams, and from Keldysh contour integration we have 

(A™) = Sno- This expansion seem to have no other advantage than obtaining the per­

turbation series expansion from Feynman diagrams. Therefore, in the following, we 

try  to use another approach with the goal of finding a self-consistent expressions for 

a subset of Feynman diagrams that are numerically tractable To do this, we use Eq. 

(2.103) and contract the first bosonic operator with the other bosonic operators in the 

expression. We see that the second bosonic operator in the contraction can be either 

one of the n — 1 operators in A n or one of the n i equivalent operators in the density

f  {Tk A ^ ^ - A ^ - A ^ . A o, (2.107)
J n\ ri2
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matrix expansion. Therefore, we get,

Gij(r ,r /) =  G ij(r,r') (2.108)
oo n —1

+  ^  /

oo n—1

/ UXJ I v—X
d n d r z G ^ T ,  n )  5 ]  5 ]  d £ H  ( t„  t 2) ^ ( t 2. t ') )

) .K i ,K ^  ™ = 1  " 1 = 0

/ oo n —1

dndT2G i h (T,n ) ■ £  Y .  D ^ ( r a, t2)(Tk A ™ ( t2, n ) A ^ ( n , r 1)).

W . K - t  " = 1  m = 0

A diagrammatic representation of this expression is presented in Fig. 2.5. One 

can continue this procedure to contract the first operator in A!# .(t\, t ') with the rest of 

the bosonic operators. In this case we can have three different terms corresponding to 

the contractions within Am, contractions with A n~m and contractions with the vacuum. 

This technique can be continued to obtain all of the perturbation terms with the aim 

of using lower order terms to reduce calculation of higher order perturbation terms. 

In the rest of the thesis, we consider only the contractions within A m and with the 

vacuum (i.e., non-crossing diagrams) while ignoring the rest. From Eq. (2.108), it is 

straightforward to show that

G ij(T,r,) = G ij(r,T') (2.109)

+  /  d r l r f r 2G ifci(T >Tl ) D S '  (TL, 72)Gfcifc2 ( Tl )  T 2 ) G f c / j ( T i ,  t ' )

{h,K}J

~ 2̂ [  ^ Tl ^ T2 G ifci(T > r l ) D ^ l  ('rl,T2)Gk'2k2 ( r 2, T 2 ) G f c ' j ( T i ,  t ' ) ,

where we use the following approximation

(ABp )o ~  (Ap)0(Bp)o. (2 .1 1 0 )

Equation. (2.109) is called the self consistent Hartree-Fock approximation and its 

diagrammatic representation of this equation is shown in Fig. 2.6(a). By introducing
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(a)
:=   > \~  > > - | > -

Hartree Fock

'^/nUnVy —  ' \ / w / \ ,  - |-

Polarization

F ig u re  2.6: (a) Diagrammatic representation of Eq. (2.109); and (b) Diagrammatic 
representation of Eq. (2.113). In Chapter. 7 give a more detailed de­
scription of the diagrams and the corresponding interpretations for the 
specific case of electrons interacting with magnons in MTJs.

the interaction self-energy as the following

£ ( t i , t 2) = (V  U 'V  K kx B k2k{ ( t i , t 2) + V ^ X  fe, B £  k,2 ( t2 , T!)) G fc; k2 ( n , r 2)
k[k2

(2 .111)

- < S ( t i - t 2) J<ir'(Vlj t ,V tsllB « ;(T 1 ,T ') + V iifeV lil,B j ; t , ( r ' , r 1))G t; ta(T ',r'),

Eq. (2.109) can be rewritten as

Gy(T,T/) =  G + ^2 f  dT1dT2G ikl{T,Tr)i:klk2{TUT2)Gk2j{T2,T'). (2.112)
k ite

By considering interactive bosonic GF B ^ (t, r ')  =  (^JC^S^t')) we can improve the 

approximation further by taking into account the so called bubble (electron-hole po­

larization) diagrams in the calculation. Contracting b\ (r) with the rest of the operators
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leads to 

B = B^(r, r') -  X  /  (2.113)
fei J

( d O  ~ X  / rfridr2B ifei(r )r i ) ( 4 1(Ti)cfci(7-i)42(r2)cfc2(r2))B fe2:,'(r2, r /) 
feife2 J

~  B jj^ r ') +  X  /  ^ i^ 2 B ifc1(r,ri)G felA;i(ri,ri)G fe2A;2(r2,r2)Bfc2j(T2,r /) 
feife2 ^

X  J  ^Ti^r2B ifci (T)Ti)Gfc1fe2(/ri ) T2)Gfc2fe1 (T2,T i)Bfc2J(r2,r')

fcifc2

+
/cifc2

In Fig. 2.5(b) we show the Feynman diagram representation of this equation. Using 

Eq. (2.113) the self-energy of the bosons due to the electron-boson interaction is given 

by

=  Gfc'*;2 ( r , t ') Gy2ki {T> iT)i (2.114)

where we ignored the Haxtree term in order to avoid double counting.

2.5.1 Observables: T im e-D ependent Case

In the presence of an external time dependent perturbation, the effect of many- 

body interactions could be significant due to the vertex corrections which effectively 

change the strength of the time-dependent perturbation. In order to obtain the terms 

corresponding to the vertex corrections, one can either use the Feynman diagram ap­

proach and obtain a self-consistent equation describing the renormalization of the ver­

tices called Bethe-Salpeter equation (BSE) or use the following technique which we 

Taylor expand the interacting GF in terms of external time-dependent perturbation. 

The Dyson equation in the presence of many-body interactions and time dependent 

perturbation is

( i ^  -  H -  Am(f) -  t leads -  E ({ G » )  G(M ') =  8(t -  t ' ) l .  (2.115)

The first derivative of the GF in terms of A is 
d

(£,£') =  J  d M t 2G A(t , t i ) m(£i)5(£i — t2) + — S({G^})(£i, £2)

(2.116)
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Since in this thesis we are interested in the Hartree-Fock approximation only, in which 

the interaction self-energy is proportional to the GF, we can write

9AG a
G\(t2,t').  

(2.117)

For A —> 0 this equation is called Bethe-Salpeter equation which describes the excitonic 

states in the system. We notice that by increasing the size of the Hilbert space to 

include the excitonic degree of freedom the GF in terms of energy is defined as the 

following

(  G J E )  0 \
G n{E) =  I „ , (2.118)

^ G'n(E) Go(E) J
where G'n(E) = |a—>o■ One can write down a single self-consistent equation for

the whole system

;_1(£' +  nu) 0 \ v v
G n(E) -  £ ({ G n})Gn(£) =  1, (2.119)

- m n g- ' iE )  )

This equation is very similar to the Dyson equation in Keldysh space which suggests 

that the above equation does not have a unique solution and a general solution exists 

even for m n =  0

G ’n(E) =  anG n(E) [nuj -  t ( E  +  nu) +  £ (£ )]  G 0(E), (2.120)

where an is an arbitrary number suggesting the occupation of the excitonic states. To 

our best knowledge this term has never been discussed preiously in the literature and 

at the time of writing this thesis the implications of this term is yet to be investi­

gated. Therefore we ignore the general solution and concentrate on the special solu­

tions which are linear response to the external perturbation. Once the self-consistent 

equation. (2.119) is solved, one can use the GFs to find observables in linear response 

to external time dependent perturbations which would be time dependent as well. 

However, since in this thesis we are interested in the dc response to time-dependent
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perturbations, we need to take into account at least the second-order perturbation 

term. The second-order contribution to the observable reads,

This formula can be used to investigate the energy conversion in interacting systems 

under a time dependent perturbation and we relegate the numerical calculations us­

ing this formulation to future works. A similar argument can be used to find the

and go (g) corresponds to the noninteracting (interacting) GFs without the time- 

dependent term.

2.5.2 O bservables: C u rre n t N oise

In the non-interacting case we showed that the noise can be calculated by adding 

the current operator multiplied by an auxiliary parameter to the Hamiltonian such that 

the expectation value of the modified density matrix would be the generating function

O f  = J  dETr[6 „(£ )G "(E )] =  J  dET d j . E )  ^ E ) \ ^ a (2 .1 2 1 )

= ' £ j dE  1* [°» (E)Gn(E)<h’n_p(E)Gp(E ) n ^ (E )G 0(E)] ,
P

where we have

O l(F ) =  On(E) + S ({ G n6 ;G 0}), 

m ^(£) =  m n +  SdG niii^G o}).

(2 .122)

(2.123)

effect of interaction on the equation of motion for the GF in the adiabatic regime (see 

Eq. (2.63)),

r\
G (E,t)  = G ad(E ,t) + iG ad( E , t ) g \ E ) - G ( E , t ) , (2.124)

where

+  S({gg'g}) (2.125)
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G
F ig u re  2.7: (a) Feynman diagrams for the lowest order corrections to the noise power 

due to the two-particle characteristics of the current-current correla­
tion. (b) Diagrammatic representation of the self consistent expression, 
Eq .(2.127), for the noise power in Keldysh space taking into account the 
non-crossing ladder diagrams.

for the current. This approach can be generalized to the interacting systems as well, 

where we find the following for the noise power

Sae = (2.126)

=  |  f  dETr  [<V,»Gr,S“ +  t ,G t ,S “t , G t , S 3] .

Here S" obeys the following Bethe-Salpeter equation

S a(E) = S “ (E) +  £ ({ G S QG })(£). (2.127)

In Fig .2.7(a) we show the diagrams for noise power containing a few of the 

lowest order correction terms. Fig .2.7(b) shows the diagrammatic representation of 

Eq.(2.127) in order to take into account the non-crossing ladder diagrams appearing 

in the expression for the noise with interaction. We should mention that considering 

the self-consistent Fock diagrams for the single particle interacting electronic GFs and 

noninteracting bosonic GF, one has to take into account the previously mentioned non­

crossing ladder diagrams in order to keep the fluctuation-dissipation theorem valid. We
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postpone further investigation of this formalism including the numerical calculations 

of the noise in the presence of interaction to the future works.
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Chapter 3

CH ARG E P U M P IN G  B Y  M AG NETIZATIO N D Y N A M IC S IN  
M A G NETIC  A N D  SEM I-M AG NETIC TU N N EL JU N C T IO N S W ITH  

INTERFACIAL R A SH B A  OR BULK  EX TR IN SIC  SPIN -O R BIT
C O UPLING S

3.1 M otivation

Recent vigorous experimental efforts on pumping from MTJs under microwave 

radiation, have focused on the direct detection of pure spin current generated by 

coherent macrospin precession in both ferromagnetic metals [83, 84, 45] and insula­

tors [85, 79] by converting it into dc voltage signal. For example, the experimental 

techniques employed for this purpose include the inverse spin Hall effect [83] or the 

second static F layer as detector within a magnetic tunnel junction (MTJ), [84] as well 

as the precessing F layer itself which can generate voltage [45] at the F|N interface by 

detecting the backflow spin current due to spin accumulation [37] driven by pumping 

into the N layers thinner than the spin-diffusion length.

The origin of the voltage signal of spin pumping in F |I|F  MTJs can be easily 

understood [1, 8 6 , 87] as a two step process: (i) the magnetization dynamics of the 

left F layer pumps pure spin current across the tunnel barrier (I-insulator) and (ii) the 

pumped spin current is then filtered by the analyzing right F layer where magnetization 

is static. This generates charge current or, equivalently, dc pumping voltage in an open 

circuit. [1, 8 6 , 87] This voltage is proportional to the frequency oc ha; of microwaves due 

to adiabatic nature of pumping (in the adiabatic regime, formally u  —> 0  since energy 

of microwave photons hu  is smaller than other relevant energy scales in ferromagnetic 

solids).
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On the other hand, surprisingly large voltage signal oc hui observed [46] in F|I|N 

semi-MTJs, which do not contain the second analyzing F layer, has remained unex­

plained in virtually all recent theories [1, 8 6 , 87, 8 8 ] of spin pumping in MTJs. Some of 

these theories [8 6 , 87] actually predict tiny voltage signal, which, being non-adiabatic 

oc (ha; ) 2 is the second-order effect.

Also, there exists several orders of magnitude discrepancy between underesti­

mated voltage signal of spin pumping in F |I|F  MTJs obtained in the scattering the­

ory, [1] experimental data, [84] and overestimated voltage signal obtained in the rotat­

ing frame approach [8 6 , 87] or the tunneling Hamiltonian formalism combined with 

semiclassical modeling of the interplay of spin diffusion and self-consistent screening 

around interfaces. [8 8 ] This can be traced to different device setups where scattering 

approach was applied to MTJs assuming zero [1] spin accumulation in the F layers 

modeled as semi-infinite leads (justified through assumption that spin-flip rate in F is 

larger than the tunnel rate), while unrealistically large bulk [8 6 , 87] or interfacial [8 8 ] 

spin accumulation appears in the other two approaches.

The MTJs employed in spin pumping experiments [84, 46] contain F layers of 

nanoscale thickness whose short spin-diffusion length [89] can be modeled by sufficiently 

strong extrinsic spin-orbit scattering. Most importantly, the very recent experiments 

[48] have unveiled a possibility of strong Rashba spin-orbit coupling (SOC) at the F |I 

interface due to structural inversion asymmetry of the multilayered device within which 

such interfaces reside (e.g., Rashba SOC was detected in N |F|I multilayers, but not in 

the N|F|N ones [48]).

However, SOCs have been traditionally neglected in a variety of approaches to 

spin and charge pumping by magnetization dynamics. [28, 1, 87, 90, 91] The SOCs 

in the bulk or on the surface of ferromagnetic materials play crucial role in other 

phenomena, such as the anomalous Hall effect [92] or the tunneling anisotropic mag- 

netoresistance [63, 64, 93, 94, 95, 65] (TAMR). Moreover, the study of the interplay 

between SOC and STT has been recently initiated [96, 97, 98, 61] through theoreti­

cal proposals [99] and experimental realizations [48] that exploit SOCs for STT-driven
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magnetization reversal of a single F layer with greatly reduced critical current required 

when compared to traditional spin valves or MTJs with two non-collinear magnetiza­

tions. [27]

In the “standard model” [28, 38] of spin pumping in magnetic multilayers con­

taining many [38] F and N layers, the magnitude of pumped spin current by F|N 

interfaces is computed quantum-mechanically via the Brouwer scattering formula [100] 

which then serves as the boundary condition for the spin-diffusion equation [38] or en­

ters into the so-called circuit theory [89] where device is split into nodes of characteristic 

size smaller than the spin-diffusion length. Thus, in these frameworks SOCs enter only 

phenomenologically through finite spin-diffusion length (a spin can be flipped by SOC 

and magnetic impurities in N or F layers, as well as by magnon scattering in the F 

layers).

However, these approaches are not applicable to MTJs since the spin accumu­

lation is not well-defined in the insulating barrier. [38] Moreover, even the magnitude 

of pumped current cannot be obtained from the “standard model” formula, [28] gov­

erned by the interfacial spin-mixing conductance [89] g ^ ,  when strong SOC is present 

immediately at the interface which renders an ill-defined quantity.

The recent alternative description [91] of spin pumping in F|N multilayers, based 

on nonequilibrium Green function (NEGF) expressions for the local spin and charge 

current densities, has encompassed both the earlier considered [1 0 1 ] nonlocal diffusion 

of the spin accumulation at the F|N interface generated by magnetization precession 

and the effective field described by the “standard model” (where spin accumulation does 

not build at the interface since spin-flip relaxation rate is assumed to be sufficiently 

larger than the spin injection rate). However, this framework [91] has treated SOCs 

only in the N layer away from the precessing F layer in order to analyze how each of 

these two pumped spin currents can be converted into charge current by the inverse 

spin Hall effect due to the extrinsic or intrinsic SOCs. That is, in this theory SOCs 

are not essential for the discussion of spin pumping effect itself.

We note that other groups have also recently identified the importance of adding
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( b )  Rashba SOC
Rashba SOC

V P

F ig u re  3.1: (a) F |I|F  MTJ and (b) F|I|N semi-MTJ with precessing magnetization 
of a single F layer are modeled on a simple cubic finite-size tight-binding 
lattice attached to semi-infinite ideal (disorder and interaction free) N 
leads. The thicknesses of the ferromagnetic layers and thin insulating 
barrier is measured using the number of atomic monolayers dp and dp  
respectively. For example, dp = 8  and dj = 4 in the illustration, while 
in the actual calculations we use dp = 50 and dj =  5 monolayers of cross 
section 20 x 20 lattice sites. The interfacial Rashba SOC due to structural 
inversion asymmetry of the junction is included in the last monolayer of 
the F slab that is in direct contact with the tunnel barrier I. The F layers 
can also include disorder modeled as a random on-site potential and the 
corresponding extrinsic SOC, while binary alloy disorder in the I layer 
models A10x-type tunnel barrier.

SOCs explicitly into the description of spin and charge pumping by magnetization dy­

namics. For example, a generalized scattering theory of adiabatic charge pumping by a 

single precessing F layer within N|F|N junctions containing SOCs has been formulated 

in Ref. [96]. Also, the pumping of current of magnetic monopoles and the associated 

(via Ampere law) charge current flowing in the plane of the Rashba SO-coupled inter­

face (rather than perpendicular to it as is the focus of our study) between the precessing 

F layer and a nonmagnetic layer has been predicted in Ref. [102].

Here we develop a NEGF-based quantum transport theory of spin current pump­

ing, its propagation, and conversion into electrically measurable signals in F |I|F  and 

F|I|N  junctions depicted in Fig. 3.1. The junctions are described by the microscopic 

time-dependent (due to precessing magnetization of one of the F layers) Hamiltonian 

which is tailored to take into account nanoscale thickness of F layers within which
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we include terms describing disorder and extrinsic SOC in the F layers, as well as 

possibly strong Rashba SOC at the F |I interfaces. Our theory starts from the equa­

tions of motion generated by such Hamiltonian for NEGFs which depend on two time 

variables, and then finds a computationally efficient solution to such equations which 

physically describes processes where a specific number of microwave photons is ab­

sorbed or emitted by propagating electrons in the course of pumping. This solution for 

time-dependent NEGFs allows us to obtain time-averaged total charge current in the 

N leads of the junctions shown in Fig. 3.1 or the corresponding dc pumping voltage in 

the corresponding open circuits. The formulas which we derive for pumped currents 

are also applicable to any problem where a quantum-mechanical system is exposed to 

periodic time-dependent external field, independently of its frequency (i.e., including 

both adiabatic and non-adiabatic regimes) or amplitude (i.e., including both perturba- 

tive and non-perturbative regimes), as long as electron-electron, electron-phonon and 

electron-magnon interactions can be neglected.

This chapter is organized as follows. In Sec. 3.2 we discuss how to tune param­

eters of the microscopic Hamiltonian in order to reproduce properties of MTJs and 

semi-MTJs employed in experiments, [84, 46] such as their tunneling magnetoresis- 

tance, diffusive nature of transport within the F layers, finite spin-diffusion length in 

F layers and strong interfacial Rashba SOC. Section 3.3 discusses NEGF equations of 

motion and how to solve such equations after converting them into algebraic ones via 

double Fourier transform. In this section we also employ clean F |I|F  junctions (with 

semi-infinite or finite thickness F layers) as a test bed to compare our theory to the 

scattering formulas for pumping in MTJs derived in Ref. [1], as well as to previously 

developed [103] solution to double-time-Fourier-transformed NEGF equations using 

continued fractions. In Sec. 3.4 we discuss properties of time-averaged pumped charge 

current and the corresponding dc voltage signal in open circuits for clean F|I|N  and 

F |I|F  junctions as a function of the strength of interfacial Rashba SOC. The effect 

of disorder in F and I layers, as well as the extrinsic SOC within F layers, on the 

dc pumping voltage in F |I|F  MTJs is discussed in Sec. 3.5. We conclude in Sec. 3.6.
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Readers seeking to understand physical effects of SOC on microwave-driven MTJs may 

wish to start with Sec. 3.2 and then jump to Sec. 3.4 and Sec. 3.5.

3.2 M TJ D evice Setup and H am iltonian

The M TJ and semi-MTJ we study are illustrated in Fig. 3.1(a) and (b), respec­

tively. Each atomic monolayer shown in Fig. 3.1 is modeled on the square tight-binding 

lattice with single s-orbital per site. Since disorder is included as random potential in 

real space, atomic monolayers are of finite size 20 x 20 sites. This can also be viewed 

as the cross section of a supercell which is repeated periodically in the transverse di­

rection, [89] while its size is sufficient to allow one to compute all quantities at the T 

point (i.e., without the need to perform k-point sampling). [104] We have checked that 

dc pumping voltage remains constant as one increases cross section size beyond 2 0  x 2 0  

sites.

The ferromagnetic layers consist of dp =  50 such monolayers, so that their 

thickness is ~  15 nm (assuming typical lattice spacing a ~  3 A), which closely mimics 

F layers employed experimentally. [84, 46] The thickness of the insulating barrier is 

dj = 5 atomic monolayers. The finite-size F |I|F  or F|I|N multilayer is connected 

to macroscopic reservoirs via two semi-infinite ideal (i.e., disorder, spin and charge 

interaction-free) N leads to form a two-terminal device required for both NEGF and 

scattering theory analysis.

The general time-dependent Hamiltonian describing these two devices can be 

written as

=  feA s ' -  y i i i W  • [oV
i ,ss'

T ^   ̂ CigCi's' T *̂ ESO ^   ̂ • [(j] ss'C-is'
(ii '),ss' ii',ss'

+  E  4 « S ^ v .  (3.i)

Its time-dependence stems from the unit vector nii(t) along the local magnetization 

direction within the left F layer, which is assumed to be spatially uniform and steadily

C;SC;S/
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precessing around the z  axis with a constant cone angle. The value of angle 6 is con­

trolled by the input microwave power (typically 6 <  20° in the recent experiments [46]).

and 7  is the nearest neighbor hopping which sets the unit energy scale. The coupling 

of itinerant electrons to collective magnetization dynamics is described through the 

material-dependent exchange potential A;, where a =  (<7x,ay,az) is the vector of the 

Pauli matrices and [d]ss/ denotes the Pauli matrix elements.

The disorder within F layers can be introduced using the uniformly distributed 

random variable e f  e  [—W/2, W/2] which models isotropic short-range static impurity 

potential. To account for the properties of amorphous AlO^ tunnel barrier in MTJs 

and semi-MTJs employed in the recent spin pumping experiments, [84, 46] the on-site 

potential on I monolayers is chosen as ef =  Ub ±  SUb where random fluctuations SUb 

mimic binary alloy disorder. [105]

The impurity potential in the F layers also generates extrinsic SOC, as described 

by the third sum in Eq. (3.1). This can be viewed as the lattice version [106] of the 

Thomas term A (a x p) • VVdis in the Pauli-Schrodinger equation so that

That is, on the tight-binding lattice the extrinsic SOC acts as additional spin-dependent 

hopping between both nearest neighbor and next nearest neighbor sites. Here (ex, ey, ez) 

are the unit vectors along the x , y, z  axis respectively and A e s o  =  A/4a. The derivation 

of this term is presented in Appendix: C.

The fourth sum in Eq. (3.1) is the tight-binding representation [106] of the 

Rashba SOC written in terms of a generalized nearest neighbor hopping term that acts 

as 2 x 2 Hermitian matrix in the spin space:

The operators cj^ (c^) create (annihilate) electron with spin a  at site i =  (ix, i y, iz),

(3.2)

—*7rso02 (i =  i' +  ey) 

+ilRso<ry (i =  i' +  e*)
(3.3)
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The continuous version of the Rashba SOC, aRso(^ x p) • has been traditionally 

studied in the context of two-dimensional electron gases (2DEGs) within semicon­

ductor heterostructures with structural inversion asymmetry in the growth direction. 

[52] Nevertheless, several experiments have recently reported evidence of the Rashba 

SOC-induced splitting of the surface states in both non-magnetic and magnetic metals 

using angle-resolved photoelectron spectroscopy. [107] The very recent transport ex­

periments [48] have demonstrated Rashba SOC-induced STT of a single thin F layer 

embedded between two asymmetric interfaces. For example, such effect was observed 

in Pt|Co|A10* multilayers, but not in the inversion symmetric ones P t|C o|P t. The 

experiment of Ref. [48] has also utilized heavy atoms and surface oxidation to cre­

ate strong out-of-plane potential gradient in Pt|Co|A10x junctions and enhance the 

interfacial Rashba SOC.

This motivates the introduction of the Rashba SOC term of strength 7r.so info 

the Hamiltonian in Eq. (3.1), which we set to be non-zero only on the last monolayer 

of the precessing F layer that is in the direct contact with the first monolayer of the 

tunnel barrier, as illustrated in Fig. 3.1. Note that the exact location of the interfacial 

Rashba SOC eventually requires fitting the Hamiltonian parameters to first-principles 

analysis. [93, 94, 95]

3.2.1 Tunning H am iltonian Param eters to  Reproduce Properties o f M TJs 

U sed in Experim ents

The diffusive transport regime within F or N layers is defined semiclassically 

by the requirement that mean free path I  is smaller then the thickness of such layers, 

I  djr or i  <C djv- In quantum transport calculations, the easiest way to select 

proper range of values for the disorder strength W  which ensures diffusive regime is to 

compute the Fano factor F  =  S/2eI  of the shot noise whose zero-temperature and zero- 

frequency noise power S,  is obtained from Eq. (2.89). For the diffusive metallic wires, 

F  = 1/3 is universal in the sense of being independent of the impurity distribution, 

band structure, and shape of the conductor. [108] In Fig. 3.2 we plot the Fano factor
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Figure 3.2: The Fano factor of the zero-temperature and zero-frequency shot noise vs.
the disorder strength W  in transport through N slab with static disorder 
or F slab with both static disorder and the corresponding extrinsic SOC of 
strength AEso =  O.IMy. Both slabs consists of 50 monolayers (containing 
20 x 20 atoms per cross section) which are connected to two semi-infinite 
ideal N leads.

with increasing disorder strength W  for both conventional disordered N layer attached 

to two ideal semi-infinite leads and F layer of the same dimensions with both disorder 

and extrinsic SOC. Using Fig. 3.2, we select W  =  3y to ensure semiclassical diffusive 

transport regime.

Note that spin-dependent effects on the shot noise are reveled only when spin- 

polarized current is injected and the corresponding spin-resolved Fano factors are de­

fined. [109] Thus, for unpolarized injected charge current, both F and N layers have 

virtually the same Fano factor in the diffusive regime, while larger Fano factor for the 

F layer in the quasi-ballistic regime is due to increased scattering at the N|F interfaces 

because of non-zero A.

3.2.1.1 Extrinsic SOC in th e Bulk of F Layers

In both N and F layers, spin-flip scattering will destroy nonequilibrium spin 

accumulation which is typically accounted [89] through phenomenological spin-diffusion 

length Laf. Over this length scale, an injected spin accumulation loses its polarization
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F ig u re  3.3: The decay of current polarization along the diffusive F layer with static 
disorder of strength W  = 3 7  and the extrinsic SOC of strength A e s o  =  

O.I7 . The F layer is attached to two semi-infinite ideal N leads where 
charge current which is 100 % spin-polarized along the z-axis, P m =  
(0,0,1), is injected from the left N lead and P°ut is computed in the right 
N lead for F layer of thickness dp. The unit vector of the magnetization in 
F is either parallel (solid line) or antiparallel (dashed line) to the z-axis. 
The inset shows spin-diffusion length as a function of A e s o  when F layer 
is replaced by diffusive N layer with different strengths of extrinsic SOC, 
where each value of Lsf is extracted by fitting exponentially decaying 
function to P°ut vs. curves.

so that L si in ferromagnets defines the magnetoelectrically active region of F layer in 

contact with N layer. In metallic ferromagnetic materials, Lsf ranges [89] from 5 nm in 

Ni8oFe2o (permalloy), which is often employed as precessing F layer in spin pumping 

experiments, [84, 46] to 50 nm in Co.

To understand how to tune the strength A e s o  of the extrinsic SOC term in 

Eq. (3.1) in order to generate different experimental situations in F layers of nanoscale 

thickness, such as Lsf <  dp or Lsf > dp (where spin-flip processes essentially become 

unimportant), we compute the spin density matrix [4] of collected transported spins in 

the right lead 2  after fully spin-polarized charge current is injected from the left lead 

1 across the F layer:
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Ti ( ~ p in \
p a ,  out =  ) (3.4)

where, is obtained from Eq. (2.57). The spin current polarization vector

pout _  (pout^ pout ̂ pout ) whose magnitude P out =  |P out| gives the so-called current 

polarization measured experimentally. [110] The spin polarization is computed for the 

two-terminal N|F|N device where F layer with static magnetization pointing along the 

z-axis and disorder of strength W  = 3 7  is embedded between two semi-infinite N leads.

The measured current polarization of permalloy at room temperature ranges 

from P  = 0.32 to P  = 0.5, depending on the experimental technique employed. [110] 

Since we find only tiny fluctuations of Px, Py ~  10-3 in the presence of non-zero A and 

AesO) we use P out =  |P°ut| as the measure of current polarization. We first tune A =  2 7  

of the F layer with AEso =  0 to obtain P°ut ~  0.5 at the Fermi energy EF — —S'y. 

Then we compute the decay of P°ut with increasing length of the diffusive F layer 

with non-zero AEsOj as shown in Fig. 3.3. For sufficiently thick F layer, these curves 

saturate at |P°ut | ~  0.5. On the other hand, the same calculation for the diffusive N 

layer with non-zero AEso gives usual exponentially decaying P°ut vs. d/v curves due to 

spin diffusion, whose fitting establishes the correspondence between AEso values used in 

our study and microscopically determined spin-diffusion length Lsf. The dependence 

Laf ex l/A Eso shown in the inset in Fig. 3.3 is expected for the diffusive transport 

regime.

W ith A and Ep  specified in this fashion to ensure that current polarization of 

permalloy slab matches experimentally measured values, we finally tune the height of 

the potential barrier C/b =  9 7  in the tunnel barrier I of thickness dj =  5 to tune the 

“optimistic” tunneling magnetoresistance (TMR) defined as

TMR =  R *p - R p i (3 .5 )
R p

to TMR=50 % for the F |I|F  MTJs employed experimentally. [84, 46] Here R ap is the
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Figure 3.4: (a) The setup for the measurement of the out-of-plane TAMR in F|I|N  
semi-MTJ, defined by Eq. (3.6), as a function of the angle 0 between 
the static magnetization of the F layer and the transport direction (the 
x-axis). In panel (b), the Rashba SOC at the F monolayer in contact 
with the tunnel barrier I is fixed at 7 r s o  =  0-57, while panel (c) shows 
TAMR ((/) = 90°) for different values of 7 r s o - (d) The setup for the mea­
surement of the out-of-plane TAMR in F |I|F  MTJ, defined by Eq. (3.7), 
as a function of the magnetization orientation in each of the two F lay­
ers with respect to the transport direction. The TAMR depends on the 
absolute magnetization directions m i and m 2. In panel (e), the Rashba 
SOC of strength 7 r s o  — 0-57 is present at both F monolayers in contact 
with the tunnel barrier I. The F layers in both semi-MTJ and MTJ have 
finite thickness dp =  50.

resistance with antiparallel configuration of magnetizations in the F layers of thick­

ness dp =  50, while Rp is the junction resistance when magnetizations are parallel. 

Since both of these resistances are dominated by the tunnel barrier potential, they are 

computed for clean junctions. [105] To model AlOa, tunnel barrier, we use binary alloy 

disorder characterized [105] by SUb = O.5 7 .

3.2.1.2 TA M R and Spin D ephasing in Perpendicular Transport Through  

Interfaces w ith  the Rashba SOC

To understand the correspondence between the strength of the Rashba SOC 

measured by the spin-dependent hopping parameter 7rso in Eq. (3.3) and the values
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F ig u re  3.5: The magnitude |P out| of the spin-polarization vector of outgoing charge 
current in the right N lead after fully |P m| =  1 spin-polarized current 
is injected from the left N lead traversing a monolayer with the Rashba 
SOC of strength t r s o - The spin-polarization vector P m can point along 
three different axes of the coordinate system in Fig. 3.1, where P in =  
(0,1,0) and P in =  (0,0,1) are parallel to the Rashba monolayer while 
P m =  (1,0,0) is orthogonal to the Rashba monolayer. The direction of 
P out remains collinear with P in, as illustrated in the inset.

encountered in experimental devices, [48] we compute the so-called out-of-plane TAMR 

coefficient for F |I|N  semi-MTJ which is defined as [65]

T A M R M  =  fl(^ ~ 0)R (0), (3.6)

for the device setup illustrated in Fig. 3.4(a). In dc transport measurements of TAMR, 

the magnetization direction in F layer provides a control knob orienting the spin, while 

the magnetic anisotropy is determined by the interface symmetry rather than by the 

symmetry of the bulk materials. Here R(0) is the resistance of semi-MTJ when static 

magnetization of its F layer is parallel to the x-axis as the direction of transport in 

Fig. 3.4(a), and R{4>) is the junction resistance when magnetization is rotated by an 

angle with respect to the x-axis within the xz-plane.

Figure 3.4(b) shows TAMR(0) at fixed Rashba SOC, while the maximum TAMR(0 =  

90°) vs. the strength of Rashba SOC is plotted in Fig. 3.4(c). Compared to the weak 

Rashba SOC in 2DEGs where typically 7 r s o  — O.OI7 , the interfacial Rashba SOC in
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semi-MTJs has to be rather strong (as achieved in the recent experiments [48]) in order 

to generate observable TAMR. Since the interfacial SOI is linear in momentum, TAMR 

vanishes at the first order in 7rso after averaging over the Fermi sphere. However the 

ferromagnet contains local exchange field and a net transfer of angular momentum 

occurs at the second order, so that TAMR oc 7 rSO- This region of small TAMR occurs 

for 7rso ^  O.4 7  in Fig. 3.4(c), beyond which higher order processes start to play the 

role and TAMR increases faster with increasing 7 r s o -

For F |I|F  junctions, one can define the out-of-plane TAMR coefficient as [65]

TAMR (9, 4>) = m % t o ) B’0) ' (3'7)

where the meaning of angles 9 and (j) is explained in Fig. 3.4(d). Since TAMR coefficient 

for F|I|N  has only one angle argument, there is no ambiguity in using the same TAMR 

notation for both cases. The out-of-plane TAMR for F |I|F  M TJ is shown in Fig. 3.4(e).

Unlike amply studied lateral spin transport in 2DEGs [4, 109] or interfaces [48] 

under the influence of the Rashba SOC, [4] very little is known about the effect of 

such interfaces on spin transport perpendicular to the plane, as illustrated by the 

measurement geometry in the inset of Fig. 3.5. We clarify their effect by using Eq. (3.4) 

to obtain the spin-polarization vector P out of the current in the right N lead after 100% 

spin-polarized charge current with |Pm| =  1 is injected from the left N lead. The result 

in Fig. 3.5 shows spin dephasing, where the outgoing spin polarization vector P out 

remains in the same direction as P m, but with reduced magnitude |Pout| < 1. The 

degree of dephasing depends on the direction (perpendicular or parallel) of the initial 

spin polarization with respect to the Rashba interface.

3.3 N EG F Approach to  Pum ping by Precessing M agnetization

Theoretical studies of quantum charge pumping in noninteracting phase-coherent 

systems have been conducted using a variety of approaches. In the adiabatic regime, 

Brouwer scattering formula [100] is often used as an elegant geometrical description 

of the charge pumped per cycle in terms of the instantaneous scattering matrices of
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the system. The adiabatic regime occurs when time-dependence of the driving field 

parameters is slow in comparison to the characteristic time scales of the system, such as 

the electron dwell time, so that electrons traverse the device as if the external potential 

landscape if frozen in time. Approaches beyond adiabatic regime include Floquet scat­

tering theory, [111] iterative solutions of time-dependent states [112] and variations of 

the NEGF formalism. [103, 113] Moreover, the generality of the time-dependent NEGF 

framework [82] makes it a usual choice in the studies of pumping in the presence of 

strong Coulomb interactions. [114]

Among these approaches, Brouwer scattering formula [28] and NEGF formal­

ism [87] have been employed to describe experiments on spin pumping by moving mag­

netization in magnetic multilayers. Unlike quantum charge pumping, the spin pumping 

in magnetic multilayers is robust and ubiquitous effect at room temperature. Never­

theless, the match between Brouwer scattering formula [28] and experiments on F|N 

multilayers is excellent due to pumped spin current being determined by the processes 

at the F|N interface. The scattering theory expresses pumped current by a remarkably 

simple formula

assumes absence of any spin-flips. [28]

Naively, one could numerically evaluate the Brouwer scattering formula for

SOCs. However, SOC renders all components of pumped spin or charge current time- 

dependent so that one has to compute the scattering matrix at all times within one

(3.8)

whose dc component is given by

(3.9)

However, the derivation leading to this formula, as well as the very definition of the 

spin-mixing conductance [89] (where R e i s  its real part) of the F|N interface,

the whole device without introducing ill-defined in the presence of interfacial

period r  =  2tt/ u of the pumping cycle and then find the time-averaged value of pumped
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currents. [96, 115] This is prohibitively expensive for 3D system composed of large num­

ber of atomic orbitals [such as the device in Fig. 3.1(a) whose Hamiltonian matrix is 

of the size 84000 x 84000], especially in the presence of disorder where additional av­

eraging over impurity configurations is required. Although this could be achieved for 

smaller device sizes, we find that the maximum value of pumped current oscillating in 

time is orders of magnitude larger than its average value over one period in the case 

of MTJs which prevents the estimate of experimentally relevant time-averaged values 

from the numerical data.

The rotating frame approach, [86, 87] where pumping due to precessing magne­

tization is mapped onto a dc transport within a four-terminal device whose currents 

can be computed [87] using NEGFs, is also inapplicable in the presence of SOCs or 

other spin-flip mechanisms. This is due to the fact that the same unitary transforma­

tion (discussed in Sec. 3.3.2) which maps time-dependent Zeeman term in Eq. (3.1) 

to the one frozen at f = 0, generates new time-dependent SOC terms in the rotating 

frame.

As we showed in Chapter. 2, the retarded GF is governed by the following 

equation of motion [82]

+00

* ^ G r (t, t ') -  H (f)G r (f, t ') -  J  dt" 57 (f -  f")G r (f", t ') =  S(t -  f'), (3.10)
—OO

where we use G r , H (t), and 57(f) notation to emphasize that these are matrices whose 

indices represent space and spin degrees of freedom. In noninteracting systems, the 

retarded self-energy 57(f) =  5^(f) is simply the sum of self-energies 57g(f) due to

leads ft attached to the sample.

The lesser GF satisfies the Keldysh integral equation

+oo +oo

G <( f ,f ')=  / d t i / d t 2 G ^ ( f , t 1)E <(t1, t 2)G»(t2, t ,) , (3.11)
—OO —OO

where the advanced GF is related to the retarded one through G r (f, t') =  [Ga(f', f)]F In 

the case of noninteracting systems, the lesser self-energy S <(f) =  J2a W only due
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to attached leads, which can be obtained from the retarded ones using £ <  =  i f aT a(t). 

Here f a is the Fermi function of the macroscopic reservoir to which the lead a  is 

attached at infinity and Tc/t) =  i(S „  — [E” (i) /) .

In stationary problems G r(t, t') and G <(t, t') depend on the time-difference t —t', 

which allows to Fourier transform them into functions of a single energy argument and 

reduce the set of coupled integral and integro-differential equations to a set of algebraic 

equations. On the other hand, when the device Hamiltonian depends on time explicitly, 

one has to work with both times. Since directly solving equations Eq. (3.10) and (3.11) 

is cumbersome, it is advantageous to switch to a more convenient representation. The 

typical choices used for problems containing periodic time-dependent fields are: (i) the 

double-time Fourier transform [103, 116, 117]

+oo +oo

G r,< (MO =  J  ̂  J  ̂  e- iEt+iE,t' G r< (E, E ') ; (3.12)

(ii) the single Fourier transform [118] in the time difference t  — t'

+oo

G r’<(t , t ' ) =  J  ^  e- iE^~t')G r,<(t,E)-  (3.13)
—OO

and (ra) the so-called Floquet matrix form G ^ ( uj) defined by [119]

+°° r y 2

G r* ( E )  = J  dti e J  dtavelEt^ +inQt^ G r’<(t, tr),
—OO ^

G £ (w ) =  G (;l„  ( e  +  ^ f l )  . (3.14)

The expressions in Eq. (3.14), where t iei = t — t' and tav = (t +1') /2 , exploit the peri­

odicity condition G (i +  r , t '  +  r )  =  G(t, t') and are, therefore, GF counterpart of the 

Floquet matrix representation for periodically time-dependent Hamiltonian H(t  + r ) =  

H(t) and its eigenstates (with the “Brillouin zone” of energies being —ST/2 < E  <  0 /2 ).
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3.3.1 Exact M ultiphoton Solution to  Double-Time-Fourier-Transformed  

N E G Fs

Here we adopt the double-time Fourier transform in Eq. (3.12), which has been 

used frequently to solve NEGF equations for non-adiabatic charge pumping [103] or 

spin pumping [116, 117] from the 2DEG with the Rashba SOC driven by time-periodic 

external fields. Due to the Floquet theorem, the double-time-Fourier-transformed re­

tarded GF G r(E,E ')  must take the form

G r(E, E ’) = G r(E, E  + nui) = G rn{E). (3.15)

The coupling of energies E  and E  +  nui (n is integer) indicates how multiphoton

exchange processes contribute toward the pumped current.

The double-time-Fourier-transformed Eq. (3.10) is given by:

+00/ (jzpf
—  H (E  -  E ')G r( E \  E  +  nw)
27T

—OO

—J7 (E )G T(E, E  + nui) =  2tt5{nui) (3.16)

The Fourier transform of the Hamiltonian

H (£ ) =  2tt[H05(E) + V 5 (E  + u) + V j5{E -  uj)], (3.17)

consists of the first term due to the time-independent part Ho of Eq. (3.1), while the

other two terms are Fourier-transformed harmonic time-dependent part cast in the 

form H '(t) =  V elwt +  ~V^e~lut. Here V  is the matrix representation of the operator

V  =  -  J Aisinfl ([a*],,# -  i[<Ty]asi) 6 ^ / ,  (3.18)
i,ss'

extracted from Eq. (3.1) as the term carrying the periodic time-dependence.

By substituting Eq. (3.17) into Eq. (3.16) we arrive at the following equation:

[E i +  H —H  —E r (E +  n )]G r (E) =  i .  (3.19)
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To simplify the notation, we use

/  •

and

••• 0 0 0 ............

H 0 V 0 ............

H ............  v t Ho V  ............

............  0 Vt H 0 ............

............  0 0 0 •••

v ........................

(  .

•• -2 w l 0 0 0 •••

.............  —u l 0 0 •••

.............  0 0 0

.............  0 0 u l

.............  0 0 0 2 u l

(3.20)

\

(3.21)

/
Here symbol A is used to denote a matrix which acts in the Hilbert space l~Le\ 0  7iph, 

where the dimension of the Hilbert space of photons Hph is infinite. The unit matrix 

in the Hilbert space of a single electron 'Hei is 1, and the unit matrix in 'Hei ® Uph is 

denoted by 1.

Since higher order multiphoton processes yield progressively smaller contribu­

tion to the pumped current, we restrict the dimension of H ph by considering up to Nph 

photons. In this case, the dimensionality of H ph is 2iVPh + l since one can have processes 

with no photon exchange n  =  0 or the maximum of n =  Nph photons is absorbed or 

emitted. This means that if we keep only N ph = 1 processes, G(E)  is a matrix of the 

dimension Zsites x 2 s x 3ph where ZSites is the number of lattice sites within the central 

region of devices in Fig. 3.1, 2S takes into account the spin degrees of freedom, and 3ph 

is due to single (or no) photon exchange in the course of pumping.
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The Keldysh equation (3.11) in this representation is written as:

G <(E) = G  r{E) t ,<{E +  f i)G a(£). (3.22)

The knowledge of G <(E) makes it possible to obtain the time-averaged total pumped 

charge current in lead a  in the absence of any dc bias voltage

H-OO

f  d E T r [ T J G rt  G° -  f aG rf f G “], (3.23)
^>ph J

— OO

where f 1 =  Tp and f  =  f ( E  + Ct). Since the trace in the integrand, Tr =  TreiTrph, is 

summing over contributions from different photon exchange processes, the denominator 

includes 2iVph to avoid double counting. Note that the part of the trace operating in 

H ph space ensures the current conservation in our solution to NEGF equations. The 

analogous formula for the pumped spin current into lead a  in the absence of any dc 

bias voltage is given by

+ o o

^  =  4W l !  d E T r ^ ^ r t  6 ° -  f a G ’TfG 0)]. (3.24)
—OO

Equations (3.23) and (3.24) are the central outcome of our formalism and can be 

applied to arbitrary charge or spin pumping problem.

For the specific problem of pumping by precessing magnetization driven by 

microwaves, we take into account that hu  <C Ep  and simplify Eq. (3.23) accordingly 

by expanding the Fermi function

f  =  f ( E F) l  -  Q d f / d E .  (3.25)

This leads to the following adiabatic expression for pumped charge current:

=  T ^ - T r{f,Q(E;i,) [n ,G r (EF) f ( E F)]Ga(E;i,)} (3.26)
^Vph

assuming zero temperature. The commutator

[ n ,  G r(EF)r(Ep)] = t l G r(EF) t ( E F) -  G r(EF) t ( E F) n  (3.27)
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allows us to make the notation more compact.

The time-averaged value of the pumped charge current is translated into the dc 

pumping voltage in an open circuit via

kpump =  ’ (3.28)

which is the quantity measured in the recent experiments. [84, 46] Here G(6) is the 

conductance of F |I|F  or F |I|N  junctions computed by tilting the static magnetization of 

the first F layer by an angle 6 away from the 2 -axis and by applying the lineax-response 

bias voltage between the N leads attached to the junction.

3.3.2 Com parison w ith  the R otating Frame Approach

In the absence of interactions causing spin-flips, such as the SOC, it is possible 

to convert the complicated time-dependent transport problem posed by the presence 

of precessing magnetization in the devices in Fig. 3.1 into the time-independent one by 

performing the unitary [8 6 , 87, 120, 121] transformation of the Hamiltonian Eq. (3.1)

HIot = UH(t)(P -  =  H(t  = 0) -  |<t*. (3.29)

Here the unitary operator is given by U = eluJ(7zt/2 for m (t) precessing counterclockwise. 

The transformed Hamiltonian HIot is time-independent in the frame rotating with the 

magnetization. The Zeeman term uj<jz/2, which emerges uniformly in the central region 

of devices in Fig. 3.1 and their N leads, will spin-split the bands of the N leads, thereby 

providing an intuitively appealing rotating frame [87] picture of pumping. In this 

picture, the N leads in the rotating frame are labeled by (a, a) [a = L , R  and a = t ,  I] 

and they are biased by the electrochemical potential differences /x  ̂ — /x|j =  u  and 

tLR ~ f xL = u - Thus, these leads behave as effective half-metallic ferromagnets which 

emit or absorb only one spin species. The counter-propagating dc currents of spin- 

polarized electrons flowing from lead /x^ to lead /xjj, where electrons precess in the 

magnetic field of H(t  — 0 ) frozen at an angle 6 with respect to the 2 -axis in order to 

enter into oppositely polarized lead, can be computed using NEGF, [87] transmission 

matrices, or the tunneling Hamiltonian approach. [8 6 ]
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However, the rotating frame approach cannot be applied to systems containing 

SOCs (or any other source of spin flips) because unitary transformation would generate 

time-dependent SOC terms in Eq. (3.29). Nevertheless, it serves as a useful tool to

compare the range of validity of different pumping formulas because the transport

problem defined by Hamiltonian Eq. (3.1) with trso — Aeso =  0 can be solved exactly 

in the rotating frame. We start by first extending the NEGF-based formulas for pumped 

current in the rotating frame for devices with semi-infinite N leads treated in Ref. [87] 

to those with semi-infinite F leads. This eventually makes it possible to understand 

the origin of the orders of magnitude discrepancy between predictions made in Ref. [1] 

and Ref. [87] for the dc pumping voltages in the same type of MTJs.

Since the system in the rotating frame is stationary, NEGFs which depend there 

only on the time difference t  — t' can be Fourier transformed to work with functions of 

a single energy argument

G ;„(B ) =  [El  -  H Iol -  E ^ ( B ) ] - 1, (3.30)

G  <„(E) =  G : J E ) S ^ ( E ) G U E ) -  (3.31)

The retarded self energy in the rotating frame is obtained from the self-energy in the 

lab frame through a simple shift of its argument

£ :„ ,„ (£ )  =  s ;  ( b  +  . (3.32)

The lesser self-energy in the rotating frame is then given by

. (3.33)

This leads to G lot{E) =  G r(E+uiaz/2) for the retarded GF and Gfot(E) =  i G^otfT(g(E+ 

u o z /2)G“ot for the lesser one, where f  =  f ( E  +  u o z/2) is the Fermi function in the

rotating frame written as a 2 x 2 matrix in the spin space. Using G£ot(E), G fot(E)

and the following identity

iG ^ , r  ( s  +  G “ot =  G ^  -  GJ*, (3.34)

S , « ,„(£) =  i f  ( e  + i u <r,) r „  ( e  +  i
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leads to an expression for pumped charge current in lead a

+ 0 0

I™ = e J  d E ^ j ^ T r l T ^ G U E ^ G U E )
—OO

-r„ G ^ (E )r< T ,G ^ (E )] ,  (3.35)

where T =  ^ a T a -  Here /j- =  f ( E  +  cj/2 ) and =  f ( E  — u/2)  are the diagonal 

elements of f(E) .

Thus, according to Eq. (3.35) only electrons whose energies fall into the interval 

[Ep — oj, Ep +  uj\ participate in pumping (at zero temperature). Because of this, our 

more general solution Eq. (3.23), truncated Nph =  1 to take into account only zero or 

single microwave photon exchange processes, gives identical result to Eq. (3.35) in the 

rotating frame approach assuming absence of spin-flip processes.

Similarly to Sec. 3.3.1, we can take into account that tko <C Ep  for microwave

frequencies which yields pumped current in the adiabatic limit (where current is pro­

portional to cu):

/Rp = ^  {r a[a„ Grr]G “}. (3.36)

Here all matrices are computed at Ep  in the laboratory frame after we neglect their 

frequency dependence in the rotating frame by invoking the adiabatic condition u> —>■ 0 .

3.3.3 Com parison w ith  A diabatic Scattering Theory

In the adiabatic limit, one can also employ the Brouwer scattering formula [100] 

which gives the following expression for pumped charge current in terms of the deriva­

tives of the instantaneous scattering matrix of the device:

(3.37)

We can recast Eq. (3.37) in terms of NEGFs for stationary transport (which depend 

on only one energy argument) by using the Fisher-Lee formula [122] for the scattering 

matrix

Sap{EF, t ) =  —18ap +  i \ / f a • Grap(Ep, t) • V t p. (3.38)

rST

=  610 J d t T r

63



0 30 60 90 120 150 180
Precession Cone Angle 0 (deg)

F ig u re  3.6: The comparison of the dc pumping voltage in a clean N |F |I|F |N  junction 
with finite thickness F layers (dF = 50) and a clean F |I|F  junction whose 
F layers are semi-infinite. [1] The two curves can be computed using 
either the adiabatic NEGF formula in the rotating frame Eq. (3.36) or 
the adiabatic scattering formula Eq. (3.39). The parameters of these 
junction are chosen as E F =  —2 7 , A =  2 y, and £/& =  9y.

Here G rap is the submatrix of G r = [E — H (t) — 17]_1 which connects edge monolayer 

of the device attached to lead a  to the edge monolayer attached to lead /3. The pumped 

current is then expressed as [103, 113]

T

7®t  =  eoj J  dt Tr
0

This expression is equivalent to Eq. (3.36) due to the fact that frequency dependence 

of all NEGF quantities in the latter has been neglected.

Nevertheless, the application of Eq. (3.37) to clean MTJs with no spin-flip pro­

cesses, where the scattering matrix was obtained directly by matching the wave func­

tions across a simple model of Fe|MgO|Fe junction, has predicted [1] three orders of 

magnitude smaller pumping voltage than the rotating frame formula Eq. (3.36) applied 

to the same junction. [8 6 , 87] Figure 3.6 explains that the origin of this discrepancy 

is not the particular formalism employed, but the assumed MTJ setup which contains 

semi-infinite F leads in Ref. [1] and finite thickness F layers in Ref. [8 6 , 87]. Although 

the exact ratio of the voltage signals in these two models depends on the chosen values

{
r\

T aG r(EF, t ) i - [ T G a(EF,t)\ (3.39)



of E f and A at fixed £4, the voltage signal in F |I|F  MTJ model always remains below 

the one in the N |F|I|F |N  model.

Both of these models describe unrealistic MTJs—there is no any kind of spin 

accumulation in the F layers in the F |I|F  model, where semi-infinite F leads simply serve 

to define the spin-dependent scattering states, or spin accumulation persists throughout 

the finite thickness F layer in the N |F|I|F |N  model. At the same time, the prediction 

of Ref. [1] is far below experimental values [84] (~  1 nV predicted versus 1 /xV 

measured at ~  2 GHz FMR frequency), which points out to the need to take into 

account additional ingredients [8 8 ] in the MTJ model.

3.3.4 Com parison w ith  Continued Fractions Solution to  Double-Tim e-Fourier- 

Transformed N EG F Equations

The double-time-Fourier-transformed NEGF equations in Sec. 3.3.1 have been 

solved before for spin and charge pumping problems in an iterative manner using 

continued fractions. [103, 116, 117] Therefore, in this Section we discuss the advantage 

of our solution from Sec. 3.3.1 over continued fractions technique using the same F |I|F  

clean MTJs model (with F layers of finite thickness and no SOCs) from Fig. 3.6 as a 

test bed.

In the continued fractions method, one starts from the equation of motion for 

Gn(E) written as

G  ; ( £ )  =  2tt5(t̂ ) | £ ( £ )  +  G ^ ,( f i)V g ;(B )  +  G ^ ^ V ^ S ) ,  (3.40)

Here gr(E) = [E — H 0 — 5 7 (F ) ] - 1  is the Fourier transform of the retarded GF gr(t — t') 

in the absence of the pumping potential H '(t) =  0 which, therefore, depends only on 

the time difference t  — t' and can be Fourier transformed to a single energy argument.

We also use notation grn(E) =  gr(E + no;), G rn =  27r5(0)G[[ and Eq =  V fg ^a iV  +  

V g ^ - i V t .  This equation is then solved [103, 116, 117] in an iterative manner using 

G5 =  [ (g s r 1 -  s s r 1 for n  =  0 , G ; =  ^ £ 0 .  for n  >  1 , and G ' =  G ^ V g J A ,  

for n < — 1. The coefficients ctn and /3n are generated through continued fractions, 

a n( l  -  V tg^+jan+iVg^) =  1 and /3n( 1 -  Vg^_1A i- iV tg^) =  1.
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Figure 3.7: The dc pumping voltage in a clean F |I|F  M TJ with finite thickness F 
layers (dF = 50) in the absence of any SOCs computed using: (i) the 
exact solution Eq. (3.36) obtained via the rotating frame approach or, 
equivalently, full time-dependent solution Eq. (3.26) with one photon 
processes taken into account N p̂  =  1; and (ii) truncated (to n = ±1) 
continued fractions solution to double-time-Fourier-transformed NEGF 
equations which gives pumped charge current via Eq. (3.42). The shaded 
area marks the interval of precession cone angles 6 <  1 0 ° beyond which 
the continued fractions solution is not applicable anymore.

The knowledge of allows one to express the pumped charge current in lead 

a  as [103, 117]

+oo

tCF _  -
2tt

i +°° r
dE  I i  { r „ ( B ) G ;(£ ) r ( £  +  nw) 6  £ (£ )} [/(£  +  mi)  /(S)].(3.41)

The summation over n  in this formula shows how multiphoton exchange processes 

assist current pumping. This expression can be used for non-adiabatic external poten­

tials, [103] while in the adiabatic regime u  —> 0 and at zero temperature the difference 

of Fermi functions is replaced by f ( E  + nuS) — f ( E ) ~  uS(E  — EF), so that only the 

Fermi level states carry the pumped current.

Although one can in principle solve continued fractions for cxn and (3n to arbi­

trary order n, this is virtually impossible to execute for sizable 3D devices (such as the 

ones in Fig. 3.1) due to the need to compute numerous submatrices of required 

to obtain G rn. Instead, most of recent applications [116, 117] of the continued fractions 

solution to spin pumping in 2DEGs with the Rashba SOC have utilized only a few 

fractions (|n| <  3). In other words, the convergence of the sum over n  in Eq. (3.41)
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can be achieved quickly only for small amplitude of the external potential ||V || —> 0 

which ensures that higher order fractions are negligible. The lowest order n  =  0, ±1 

version of Eq. (3.41) simplifies to [117]

+00

ISF = T y dE'n{r„(B)^(£)VtA ,(fOVg“(B)}[/(B + w )-/(B )]
—OO

+oo

+ h  J‘JB’M r «(B)gr(s )VA-i(B)v 's “(£ )} [ / (£ - w ) - / ( £ ) ] ,
—OO

(3.42)

where A n(E) = g,rn(E)T(E + nu)g“(E).

Figure 3.7 shows that Eq. (3.42) is insufficient to analyze pumping by magneti­

zation dynamics in MTJs since it fails to reproduce the exact solution for dc pumping 

voltage in junctions with no spin flips given by Eq. (3.35) in the rotating frame ap­

proach. Because the strength of the pumping potential in Eq. (3.18) is determined by 

A sin#, pumping voltage computed from Eq. (3.42) can be valid only at small angles 

cone angles (6 <  10° in Fig. 3.7; this interval would be somewhat larger in F|N mul­

tilayers). Even at small cone angles, the prediction I^F oc A 2 sin2 9 stemming from 

Eq. (3.42), which is in accord with the “standard model” Eq. (3.9), becomes incorrect 

in the presence of SOC where Ia vs. 9 turns out to be quite different (see Sec. 3.4). 

We note that one could try  to use more general Eq. (3.41), but this would require to 

compute continued fractions a n and f3n to high order n, unlike our non-periurbative 

solution Eq. (3.23) which reproduces the exact result in the rotating frame using only 

n = 0, ±1 in the multiphoton GF in Eq. (3.15).

3.4 The Effect o f Interfacial Rashba SOC on the Voltage Signal o f Spin  

Pum ping in F |I|N  and F |I|F  Junctions

Equation (3.26) applied to clean F|I|N  junctions with interfacial Rashba SOC 

allows us to understand how the dc pumping voltage can appear in such semi-MTJs 

at the adiabatic level. The Rashba SOC is present at the F |I interface (i.e., at the last
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monolayer of the precessing F layer that is in contact with the tunnel barrier I) and

intrinsically participates in the pumping process. This is in contrast to other recent 

theories [91] of spin pumping in F|N multilayers where SOC is located away from the 

precessing F layer and, therefore, is not essential to understand the pumping effect 

itself.

Figure 3.8(a) demonstrates that dc pumping voltage VpUmp oc huj in F|I|N junc­

tions emerges as soon as the Rashba SOC is “turned on” . This could explain signal ob­

served experimentally [46] in F |I|N  junctions, in contrast to previous attempts [8 6 , 87] 

which have predicted VpUmp cx; {Tnu)2. For comparison, Fig. 3.8(b) shows how the 

presence of strong Rashba SOC directly at the F |I interface also enhances VpUmp in 

conventional F |I|F  MTJs.

Figure 3.8(d) provides additional insight into the charge pumping mechanism 

where we show that the dc pumping voltage in F|I|N  semi-MTJs requires to include ex­

change of up to ten microwave photons in order to reach its asymptotic value. However, 

since that asymptotic value of Tpump is only about 1 0 % higher than the result plotted 

in Figs. 3.8(a) and 3.8(c), where only zero or single microwave photon exchange pro­

cesses are taken into account, we employ only this lowest order approximation in the 

rest of this chapter since [Nph =  1 in Eq. (3.26) is computationally much less expensive 

than IVph =  1 0 ].

The unique experimentally testable signature of charge pumping in F|I|N  semi- 

MTJs that we predict in Fig. 3.8(c) is angular dependence of V̂ ump(0) which changes 

sign and it is, therefore, quite different from the usual lp Ump(0) for F |I|F  MTJs shown 

in Fig. 3.6. The charge pumping in semi-MTJs with weak interfacial Rashba SOC can 

be obtained analytically using the second-order perturbation expansion of GF entering 

Eq. (3.37) as the version of the Brouwer scattering formula:

h ehuoD

ehuiDL cos2 y  — -  sin2 x  sin2 8 cos 8

(3.43)
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F ig u re  3.8: The dc pumping voltage in clean F|I|N  semi-MTJ [panels (a),(c) and (d) 
and F |I|F  M TJ [panel (b)] with finite thickness ( d F  = 50) F layers and 
non-zero interfacial Rashba SOC. The Rashba SOC is located within the 
last monolayer of the precessing F layer that is in contact with the tunnel 
barrier I in (a),(c),(d) [as illustrated in Fig. 3.1(a)], or such edge mono­
layers are present in the left or both F layers [as illustrated in Fig. 3.1(b)] 
in panel (b). The data in panels (a),(b),(c) is computed by considering 
only one microwave photon exchange processes, while in panel (d) we 
show correction to this result when up to 9 microwave photons are taken 
into account in Eq. (3.26) applied to F|I|N  semi-MTJ.

Here x  is the angle between the axis around which the magnetization precesses and the

direction of transport [in the case of our device in Fig. 3.1(b), cos2 x ~  \  sin2 x  =  —1/2].

The expression for D L oc 7 r SO determining the magnitude of the pumped current is 

obtained a follows. In the absence of Rashba SOC, the retarded GF of F |I|N  semi-MTJ 

can be written as

Gq] =  go +  g im  • <7 . (3.44)

Starting from this expression, the second-order perturbation theory in the powers of 

7 r s o  applied to GF in the Brouwer scattering formula, recast as Eq. (3.37), yields

D l  = 4 j ] R e { T r [ r ag01 4 g iK g 1r g t1
a

- r „ g 1v ; , g l v ; 1g r)r g !  -  r „ g 1K , g ] r g ) v ; , g ;  

- r “giK .g ,rg lK ,gJ]} , (3 .4 5 )

Here the vector V  =  (Vx, Vy, Vz), which contains the strength of the Rashba SOC 7 r s o >
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is defined by - H r s o  =  e x • (V x a )  where H r s o  is the Rashba Hamiltonian [i.e., the 

fourth term in Eq. (3.1)].

In Fig. 3.8(c), we assume strong interfacial Rashba SOC (7rso — O.5 7 ) so 

that VpUmp(9) vs. 9 plotted there deviates from this analytical expression V̂,ump(0) oc 

sin29c,os9/G{9). Note that for small TAMR [7rso % 0-4 according to Fig. 3.4(c)] 

G(9) can be considered nearly constant, so that VpUmp(0) oc sin2 9 cos 9 according to 

Eq. (3.43).

The second-order nature of this process can be illustrated using real space Feyn­

man paths where electron impinging onto the tunnel barrier is reflected with rotation 

of its spin introduced by the Rashba interface. Therefore, it has to travel twice through 

this monolayer to reach the right N lead. This picture is encoded quantitatively in the 

expression for D L in Eq. (3.45) which contains oc 7 r S O  dependence. We note that the 

same oc 7 r SO and angular dependence has also been predicted [61] for linear-response 

STT in F|I|N semi-MTJs with the interfacial Rashba SOC, which is in accord with 

reciprocal nature of STT and spin pumping. That is, observation of one of these two 

effects implies, by Onsager reciprocal relations, the existence of the other effect. [96]

3.5 Disorder and Extrinsic SOC Effects on Charge Pum ping in M agnetic  

Tunnel Junctions

In this Section, we analyze how disorder and the corresponding extrinsic SOC 

affects dc pumping voltage in conventional F |I|F  MTJs. To isolate their effects only, 

we assume that interfacial intrinsic Rashba SOC studied in Sec. 3.4 is absent. When 

extrinsic SOC is negligible, we find that dc pumping voltage plotted in Fig. 3.9 (a) is 

increasing in the quasiballistic transport regime (characterized by the Fano factor F  < 

1/3 in Fig. 3.2) and then decreases once the diffusive regime (characterized by the Fano 

factor F  = 1/3 in Fig. 3.2) is reached. At first sight, this initial increase of V̂ ump with 

increasing disorder is counterintuitive, even though conductance also decreases with 

disorder, since pumped current appears to be increasing with W.  However, it can be 

explained qualitatively as being due to random electron scattering in real space which
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F ig u re  3.9: The dc pumping voltage in F |I|F  MTJs of finite thickness F layers (dp = 
50) with: (a) static disorder of strength W  within F layers; (b) static 
disorder of strength W  = ensuring diffusive transport regime (see 
Fig. 3.2) and the extrinsic SOC of strength A e s o  determined by such 
disorder via Eq. (3.2). The tunnel barrier I in both panels contains binary 
alloy disorder 5Ub — O.5 7 . The spin-diffusion length corresponding to the 
values of AEso is shown in the inset of Fig. 3.3.

prolongs the average time an electron remains in the left F layer where it can interact 

with photons of the microwave pumping field. Similar enhancement of pure spin current 

pumping has been noticed in the diffusive regime in related device setups. [117, 120] 

The same disorder used in Fig. 3.9(a) is related to the extrinsic SOC through 

Eq. (3.2), which becomes a relevant effect if AEso is renormalized by the band structure 

effects to become stronger than its vacuum value by several orders of magnitude. [92] 

Unlike the interfacial Rashba SOC studied in Sec. 3.4 which brings novel effects into 

the pumping mechanism, the extrinsic SOC simply reduces the dc pumping voltage 

in F |I|F  junctions, as shown in Fig. 3.9(b). Our unified quantum transport treatment 

of spin pumping [Fig. 3.9(b)] and spin diffusion (Fig. 3.3) shows that voltage signal 

of spin pumping in MTJs is brought to negligible value when the ratio of the F layer 

thickness to Lsf is dp /L a{ ~  5. We emphasize that our fully quantum-mechanical 

treatment of the conduction electrons is necessary to understand such interplay of spin 

pumping, spin accumulation around interfaces [88] and spin diffusion in MTJs since
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conventional approach [28] developed for F|N multilayers, where pumping is treated 

quantum-mechanically while subsequent propagation of spins and charges is described 

semiclassically using phenomenological mean free path and spin-diffusion length, is 

inapplicable to systems containing tunnel barriers where spin accumulation is not well- 

defined. [38]

3.6 Summ ary o f Chapter

In this chapter, we have derived an exact and efficient (for computational 

implementations) solution to the equations of motion for the double-time-Fourier- 

transformed NEGFs in the presence of time-periodic external potential. Unlike contin­

ued fractions solution [103] for the same equations, which is often applied to problems 

of spin [117] and charge pumping [103] by computing only a finite number of continued 

fractions while assuming that the amplitude of time-periodic external potential is small, 

our formulas for pumped charge Eq. (3.23) and spin Eq. (3.24) currents in the leads of 

a multiterminal devices can be used for arbitrary strength of periodic driving potential 

(thereby covering both perturbative [117, 116] and non-perturbative regimes) or fre­

quency (thereby covering both adiabatic and non-adiabatic pumping regimes). They 

can also be applied to any noninteracting quantum system which is brought out of 

equilibrium by external field that exchanges photons with propagating electrons [123].

This fully quantum-mechanical treatment of pumping processes and subsequent 

propagation of electrons is applied to the problem of charge pumping by precessing 

magnetization in the single F layer of F|I|N  semi-MTJ or F |I|F  conventional MTJ in 

the presence of intrinsic Rashba SOC at the F |I interface. The non-zero interfacial 

Rashba SOC, located [95] within the edge monolayer of the precessing F in contact 

with the tunnel barrier I, generates non-zero dc pumping voltage in F|I|N  semi-MTJ 

at the adiabatic level (i.e., pumping voltage is proportional to the microwave fre­

quency a;). This could explain observations of voltage signal with such properties in 

the recent experiments [46] on microwave-driven F|I|N  semi-MTJs where previously 

formulated theories [8 6 , 87] have found only a very small non-adiabatic (oc oo2) voltage
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signal. We further predict a unique signature of this charge pumping phenomenon—the 

pumped charge current changes sign (I  oc sin2 9 cos 9 for small 7rso) as the function of 

the precession cone angle 9 so that measuring the corresponding dc pumping voltage 

(^pump oc sin2 9 cos9 for small 7rso) would confirm our prediction.

Besides offering quantitative description of charge and spin pumping processes, 

our solution for NEGFs whose two energy arguments are connected by the Floquet 

theorem describing multiphoton emission and absorption processes also provides new 

physical insights: (i) in the absence of SOCs, emission or absorption of one photon is 

sufficient to match the exact solution in the rotating frame; [87,120] ( ii) in the presence 

of Rashba SOC, exchange of up to ten photons is required to reach asymptotic value 

of the pumped currents. Nevertheless, this asymptotic value is only about 10% larger 

than the value obtained using just one photon processes in the presence of SOCs.

We also find that static disorder can increase the dc pumping voltage in F |I|F  

MTJs with finite thickness F layers in the quasiballistic transport regime where scat­

tered electrons spend more time within the precessing F layer to interact with mi­

crowave photons. The extrinsic SOC determined by the impurity potential responsible 

for the diffusive transport regime causes spin relaxation which ultimately diminishes 

the pumping voltage in F |I|F  MTJs to zero when the spin-diffusion length is about five 

times shorter than the thickness of the F layers.
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Chapter 4

M ICROW AVE-DRIVEN  
FER RO M A G NET-TO PO LO G IC AL-IN SULA TO R  

H ETERO STR UCTURES: TH E PR O SPEC T FOR G IA N T SPIN  
BA TTERY EFFECT A N D  Q U A NTIZED CH ARG E P U M P  DEVICES

4.1 M otivation

The recent experimental confirmation of two- (2D) and three-dimensional (3D) 

topological insulators [124] (TIs), such as HgTe/(Hg,Cd)Te quantum wells [24, 25] 

of certain width and compounds involving bismuth, [124] respectively, has attracted 

considerable attention from both basic and applied research communities. The TIs 

introduce an exotic quantum state of m atter brought by spin-orbit (SO) coupling ef­

fects in solids which is characterized by a topological invariant that is insensitive to 

microscopic details and robust with respect to weak disorder. [124] Thus, although 

TIs have energy gap in the bulk, their topological order leads to quantized physical 

observables in the form of the number of gapless edge (in 2D) or surface (in 3D) states 

modulo two TIs have an odd number of edge (surface) states in contrast to trivial 

band insulators with even (i.e., typically zero) number of such states.

As regards applications, the channeling of spin transport [125] through one­

dimensional (ID) counter-propagating spin-filtered (i.e., “helical”) edge states of 2D 

TIs, where the time-reversal invariance forces electrons of opposite spin to flow in oppo­

site directions, opens new avenues to realize semiconductor spintronic devices based on 

manipulation of coherent spin states. [10] For example, fabrication of spin-field-effect 

transistor [126] (spin-FET), where spin precession in the presence of SO coupling is 

used to switch between on and off current state, requires to prevent entanglement of 

spin and orbital electronic degrees of freedom in wires with many conducting channels
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F ig u re  4.1: The proposed heterostructures consist of a 2D topological insulator (TI) 
attached to two normal metal (NM) electrodes where the ferromagnetic 
insulator (FI) with precessing magnetization (with cone angle 6) under 
the FMR conditions induces via the proximity effect a time-dependent 
exchange field A ^  0 in the TI region underneath. In the absence of any 
applied bias voltage, these devices pump pure spin current into the NM 
electrodes in setup (a) or both charge and spin current in setup (b).

or different amounts of spin precession along different trajectories, both of which make 

it impossible to achieve the perfect off state of spin-FET.

Some of the key questions posed by these rapid developments are: How can 

spintronic heterostructures [124] exploit TI edge or surface states in the presence of 

interfaces with other materials [127] or internal and external magnetic fields [73] used 

to manipulate spins while breaking the time-reversal invariance? How can the 2D TI 

phase be detected by conventional measurements of quantized charge [78] transport 

quantities?

For example, the 2D TI is operationally defined as a system which exhibits the 

quantum spin Hall effect (QSHE) with quantized spin conductance (ratio of transverse 

pure spin current to longitudinally applied bias voltage). However, this quantity is 

difficult to observe, and reported measurements [24, 25] of electrical quantities probing
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the edge state transport in HgTe-based multiterminal devices have exhibited poor 

precision of quantization when contrasted with the integer quantum Hall effect—a 

close cousin of QSHE used in metrology.

In this chapter we propose two ferromagnet-TI (FM-TI) heterostructures, il­

lustrated in Fig. 4.1, where an island of a ferromagnetic insulator (FI) is deposited 

over the surface of 2D TI modeled either as graphene nanoribbon (GNR) [128] with 

intrinsic SO coupling [95] or HgTe-based strip. [24, 25, 129] The precessing magneti­

zation of FI under the ferromagnetic resonance conditions [85] (FMR) will induce a 

time-dependent exchange field in the TI region underneath via the magnetic proximity 

effect. [73] Using the nonequilibrium Green function (NEGF) approach [87, 130, 120] 

to pumping by precessing magnetization in the frame rotating with it, developed in 

Sec. 3.3.2, we demonstrate that setup in Fig. 4.1(a) makes possible efficient conversion 

of microwave radiation into pure spin current (Fig. 4.2) whose magnitude can reach a 

quantized value eISz /ftw =  2 x e /47r even at small increase of the precession cone angle 

(i.e., microwave power input [46]) away from zero. On the other hand, the device in 

Fig. 4.1(b) generates charge current I  (in addition to spin current) which is quantized 

e l j h u  = e2/ h for a wide range of precession cone angles (Fig. 4.3). This offers an 

alternative operational definition of the 2D TI in terms of electrical measurements or 

a microwave detector which is more sensitive than conventional FM-NM spin pumping 

devices. [46] We also analyze the effect of disorder and device size on the quantization 

of pumped currents.

This chapter is organized as follows. In Sec. 4.2, we discuss how to compute 

pumped currents due to precessing magnetization by mapping such time-dependent 

quantum transport problem to an equivalent four-terminal DC circuit in the frame 

rotating with magnetization where steady-state spin and charge currents are evaluated 

using NEGFs in that frame. Section 4.3 covers pure spin current pumping in the 

heterostructure of Fig. 4.1(a), while Sec. 4.4 shows how charge current is pumped in 

the second type of proposed heterostructure in Fig. 4.1(b). We explain the origin and 

the corresponding requirements for these pumped currents to be quantized in Sec. 4.5.
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We conclude in Sec. 4.6.

4.2 R otating Frame Approach to  Spin Pum ping in FM -TI H eterostruc-

The simplest model for the 2D TI central region of the device in Fig. 4.1 is GNR 

with intrinsic SO coupling, as described by the effective single 7r-orbital tight-binding 

Hamiltonian:

Here c\ =  (c^, c\±)T is the vector of spin-dependent operators (f, \, denotes electron

ct =  (ctx, ay, az) is the vector of the Pauli matrices. The nearest-neighbor hopping 

7  is assumed to be the same on the honeycomb lattice of GNR and square lattice 

of semi-infinite NM leads. The third sum in Eq. (4.1) is non-zero only in the GNR 

regions where it introduces the intrinsic SO coupling compatible with the symmetries 

of the honeycomb lattice. [128, 95] The SO coupling, which is responsible for the band 

gap [128] Ago =  6\/37sOj acts as spin-dependent next-nearest neighbor hopping where 

i and j are two next-nearest neighbor sites, k is the only common nearest neighbor 

of i and j, and dik is a vector pointing from k to i. For simplicity, [128, 130] we 

assume unrealistically [95] large value for 7 3 0  =  O.O3 7 . We use the on-site potential 

£i G [—W/2,W/2]  as a uniform random variable to model the isotropic short-range 

spin-independent static impurities.

In both GNR and HgTe models, the coupling of itinerant electrons to collective 

magnetic dynamics is described through the exchange potential Ai. This is assumed 

to be non-zero only within the region of the TI which is covered by the FI island with 

precessing magnetization where the proximity effect [73] generates the time-dependent 

Zeeman term adiabatically. The magnitude of the effective exchange potential is se­

lected to be A =  O.I7  in GNR model and A =  0.004 eV in HgTe model for 2D TI.

tures

AgnrW = £ eI (
i '

(4.1)

spin) which annihilate electron at site i =  (ix, iy) of the honeycomb lattice, and
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The components of the rotating exchange field in the plane of the 2D TI, A iraf/2  and 

A im l/2, generate energy gap by removing the edge states from the Aso gap of the TI 

region below the FI island (in both models we assume A < Aso)-

The effective tight-binding Hamiltonian [129] for the HgTe/CdTe quantum wells 

(applicable for small momenta around the T point) is defined on the square lattice with 

four orbitals per site:

rr lab
HgTe (*) =

( ef 0 0 0 \

0 e? 0 0 A, , x1

0 0 4 0 2

\ 0 0 0 4 /

Cj

+ £ 4

v ss Vsp 0 o N

1 * Vpp 0 0

0 0 Vss v *r sp

0 0 - V sp Vpp j

Vss ^Vgp 0 0

iv ;p Vpp 0 0

0 0 Vss - i V *v sp

0 0 iV sp Vpp

Ci+e* +  H.C.

Q+ea +  H.C.

(4.2)

Here vector Ci = (cf, cf, cf ,  cf )T contains four operators which annihilate an electron 

on site i in quantum states |s, t)j|Px + iPy, t )  5 Is ) -f), | — (px — ipy) , l ) ,  respectively. The 

Fermi energy is uniform throughout the device in Fig. 4.1, while the on-site matrix 

elements, ef =  e f  =  Ea and £? =  £ ? =  Ep, are tuned by the gate potential to 

ensure that TI regions are insulating and the NM electrodes described by the same 

Hamiltonian (4.2) are in the metallic regime. The unit vectors ex and ey are along 

the x  and y  directions, respectively. The parameters E s, Ep, Vsa, Vpp, Vsp characterizing 

the clean HgTe/CdTe quantum wells are defined as Vsp =  —iA/2a,  =  (B  +  D )/a2,
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Vpp =  (D -  B ) /a 2, Es =  C  +  M  -  4 (5  +  5 ) /o 2, and EP = C — M  — 4(D -  B ) /a 2 (a is 

the lattice constant) where A, B, C, D  and M  are controlled experimentally. [25]

The width of GNR regions with zigzag edges is measured in terms of the number 

of zigzag chains Ny comprising it, while its length is measured using the number of 

carbon atoms dTi in the longitudinal direction. [130] The GNR-based devices studied in 

Figs. 4.2 and 4.7 are of the size Ny =  20, dpi =  80 where FI island of length dpi = 40 

covers middle part of the TI, while in Figs. 4.3-4 .6  the device is smaller, Ny — 20, 

dpi =  45 and dpi = 15, to allow for transparent images of local current profiles. The 

Fermi energy E F — 1 0 _ 6 7  is within the TI gap.

The size of HgTe-based heterostructures is measured using the number of trans­

verse lattice sites Ny and the number of sites dpi in the longitudinal direction. The 

devices studied bellow have N y — 50, dpi =  200 with FI island of length dpi =  100 

covering middle part of the TI region (Fig. 4.2 also shows result for a larger device, 

Ny =  100, dpi =  400 and dpi =  200).

Hamiltonians (4.1) and (4.2) are time-dependent since the spatially uniform unit 

vector m (t) along the local magnetization direction is precessing steadily around the ,2- 

axis with a constant precession cone angle 9 and frequency /  =  u/2ir. This complicated 

time-dependent transport problem can be transformed into a simpler time-independent 

one via the unitary transformation of Hamiltonians (4.1) or (4.2) using U = e *Wf7zt/ 2 

[for m (t) precessing counterclockwise]:

HIot = U H ^ t ) #  -  = # lab(0) -  (4.3)

The Zeeman term huiaz/2, which emerges uniformly in the sample and NM electrodes, 

will spin-split the bands of the NM electrodes, thereby providing a rotating frame pic­

ture of pumping based on the four-terminal DC device. [87, 130, 120] In the equivalent 

DC device, pumping by precessing magnetization can be understood [87] as a flow of 

spin-resolved charge currents between four spin-selective (i.e., effectively half-metallic 

FM) electrodes t ,  p, ^  ^  (L-left, R-right) biased by the electrochemical potential dif­

ference — iEp = hjj.
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The basic transport quantity for the DC circuit in the rotating frame is the 

spin-resolved bond charge current carrying spin-cr electrons from site i to site j

p r°° -
J* = l ]  J E  -  i j ^ b E ) ] .  (4.4)

This is computed in terms of the lesser Green function in the rotating frame [87, 130, 

120] G<(E). Unlike G<(t, t l) in the lab frame, G< depends on only one time variable 

t  =  t  — t' (or energy E  after the time difference r  is Fourier transformed). This finally 

yields local spin

and local charge

Jij = 4 +  (4.6)

currents flowing between nearest neighbor or next-nearest neighbor sites i and j con­

nected by hopping 7 y. They can be computed within the device or within the NM 

electrodes.

The summation of all J(? or Jn at selected transverse cross section, I Sz =  V . . jf-z1J M  i  Z— J % J  I J

(assuming the 2 -axis for the spin quantization axis) and I  =  Jjj, yields total spin 

or charge current, respectively. The charge current I  has to be the same at each cross 

section due to charge conservation, but the spin current I sz can vary in different regions 

of the device since spin does not have to be conserved. The magnitude of total currents 

pumped into, e.g., the left NM electrode (i.e., computed at any cross section within 

the left NM electrode) can also be expressed in terms of the transmission coefficients 

for the four-terminal DC device in the rotating frame [87]

if- = I J d E ^ A + i t i + z i f i )

x [/4(B) -  f'lE)] (4.7)

/  = T  J  dE (T« -  T « )  [/4(B) -  f (E)]  , (4.8)

Here the transmission coefficients T ^ '  determine the probability for a' electrons in­

jected through lead p' to emerge in electrode p as spin-cr electrons, and can be expressed
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Figure 4.2: The total pure spin current pumped into the NM electrodes as a function 
of the precession cone angle in FM-TI heterostructures from Fig. 4.1(a). 
The TI region is modeled as GNR with zigzag edges and non-zero intrinsic 
SO coupling 7 so ^  0  or HgTe-based strip. For comparison, we also plot 
pumped spin current when TI is replaced by a zigzag GNR with zero 
intrinsic SO coupling 7 3 0  =  0. In the case of HgTe-based heterostructure, 
we show that increasing the size of the proximity induced magnetic region 
within TI widens the interval of cone angles within which pumped current 
is quantized.

in terms of the spin-resolved NEGFs. [87] The distribution function of electrons in the 

four electrodes of the DC device is given by f a(E) = {exp[(F — Ep + ohjj/2) / kT\ + l } - 1  

where a — + for sp in-| and a — — for spin-J,. Since the device is not biased in the 

laboratory frame (where all NM electrodes are at the same electrochemical potential 

\iv = EF), this shifted Fermi function is uniquely specified by the polarization t  or X 

of the electrode.

4.3 Quantized Pure Spin Current Pum ping in FM -TI H eterostructures

The precessing magnetization of FM island in the device setup of Fig. 4.1(a) 

pumps pure (i.e., with no accompanying net charge flux) spin current symmetrically 

into the left and right NM electrodes in the absence of any bias voltage [if the device
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is asymmetric, charge current is also pumped but only as the second order oc (hui)2 

effect [87]]. In the case of conventional NM in contact with precessing FM, different 

approaches predict [131, 87] that pumped spin current by the FM|NM interface behaves 

as I Sz oc sin2 9. To understand the effect of the TI surrounding the precessing island, 

we first reproduce this feature in Fig. 4.2 for GNR with no SO coupling (7 so =  0). 

When the intrinsic SO coupling [95] is “turned on” ( 7 3 0  0), the pumped pure spin

current in Fig. 4.2 is substantially enhanced (by up to two orders of magnitude at small 

precession cone angles). In fact, pumping into helical edge states profoundly modifies 

I Sz vs 9 characteristics which becomes constant quantized quantity eISz/hui — 2 x  e/An 

for large enough 9.

Figure 4.2 also confirms the same behavior for HgTe model of 2D TI. Moreover, 

it shows that interval of cone angles within which pumped current is quantized can be 

manipulated by using longer FI region. Exploiting this feature would enable giant spin 

battery effect where large pure spin current is induced by even very small microwave 

power input which experimentally [46] controls the precession cone angle.

Note that since hw -C EF, we can use f ^ (E)  — P ( E )  & fvjj5{E — E F) at low 

temperatures for the difference of the Fermi functions in Eqs. (4.7) and (4.8). This 

“adiabatic approximation” [1 2 0 ] is analogous to linear response calculations for biased 

devices, allowing us to define the pumping spin conductance Gsp =  eISz/huj. Its quan­

tization in Fig. 4.2 is an alternative characterization of the 2D TI phase when compared 

to QSHE in four-terminal bridges [128,130] where longitudinal charge current driven by 

the bias voltage V  generates transverse spin current /|! z and corresponding quantized 

spin Hall conductance Gsh =  It*/V  =  2 x e /47r. Thus, the spin battery in Fig. 4.1(a) 

would produce much larger pure spin currents than currently achieved through, e.g., 

conventional SHE in low-dimensional semiconductors while offering tunability that has 

been difficult to demonstrate for SHE-based devices. [10]

We recall that the original proposal [131] for spin battery operated by FMR 

was based on FM-NM heterostructures. However, experiments [37] performed on
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Figure 4.3: The total pumped charge current versus the precession cone angle in 
FM-TI heterostructures from Fig. 4.1(b). The TI region is modeled as 
GNR with zigzag edges and intrinsic SO coupling 7 3 0  =  0.037 or HgTe- 
based strip. In addition to charge current, these heterostructures pump 
spin current plotted explicitly for the GNR-based TI, while for HgTe- 
based device the two curves are virtually identical (due to larger device 
size).

Ni80Fe2o|Cu bilayers have found that spin pumping by FM|NM interfaces is not an effi­

cient scheme to drive spin accumulation in nonmagnetic materials (e.g., estimated [37] 

spin polarization is only 2 x 10- 6  in 1 0 -nm-thick Cu layer) because of the backflow of 

accumulated spins into the FM and the diffusion of polarized spins inside the NM. No 

such spin accumulation or spin dephasing exists in the device in Fig. 4.1(a) where bulk 

transport within the TI regions is completely suppressed (see Fig. 4.4) while ID spin 

transport is guided by helical edge states.

4.4 Quantized Charge Current Pum ping in FM -TI H eterostructures

While the most direct confirmation of the 2D TI phase would be achieved by 

measuring quantized Gsh, this is very difficult to perform experimentally. Thus, sev­

eral recent studies [78, 130] have proposed experiments that would detect edge state 

transport in 2D TIs via simpler measurement of conventional electrical quantities in 

response to external probing fields.
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F ig u re  4.4: Spatial profile of local pumped pure spin current corresponding to total 
current in Fig. 4.2 at 9 = 90° for GNR model of TI with 7so =  0.037. 
The corresponding total pumped currents are plotted in Figs. 4.2 and 
4.6.

In particular, Ref. [78] has conjectured that a setup with two disconnected 

FM islands covering two lateral edges of 2D TI, where the magnetization of one of 

them is precessing while the other one is static, could pump quantized charge cur­

rent counting the number of helical edge states. This proposal, based on intuitive 

arguments [78] rather than full quantum transport analysis of adiabatic pumping, con­

cludes that charge pumping conductance Gqp = e l  /hjj  =  e2/h  would be ‘universally’ 

quantized for arbitrary device parameters or precession cone angle.

In order to induce quantized charge current response from the 2D TI phase, we 

propose an alternative heterostructure in Fig. 4.1(b) where FI island with precessing 

magnetization is covering portion of a single lateral edge of the TI. Figure 4.3 demon­

strates that this device pumps both charge and spin currents into the NM electrodes. 

The pumping conductances Gqp plotted in Fig. 4.3 are quantized in a wide interval of 

precession cone angles, which can also be expanded by using longer FI island similarly 

to HgTe curves in Fig. 4.2.
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Figure 4.5: Spatial profile of (a) local pumped spin current and (b) local pumped 
charge current in the heterostructure shown in Fig. 4.1(b) at 0 = 90°. 
The corresponding total pumped currents are plotted in Fig. 4.3.

4.5 Origin and Requirem ents for Quantized Pum ping in FM -TI H eterostruc­

tures

To explain the origin of quantized spin and charge pumping in the proposed 

FM-TI heterostructures, we compute spatial profiles of local pure spin current in 

Fig. 4.4 and local charge and spin currents in Fig. 4.5 for devices in Fig. 4.1(a) and 

Fig. 4.1(b), respectively. In the four-terminal DC device picture of pumping, [87] these 

local nonequilibrium currents are generated by the spin flow from electrode £ at higher 

fi£ into electrode J, at lower The role of the central island with static (in the 

rotating frame) noncollinear magnetization, for which the incoming spins are not the 

eigenstates of the corresponding Zeeman term, is to allow for transmission with spin 

precession or reflection accompanied by spin rotation (for transport between £ and £ 

electrodes). The spin precession or rotation is necessary for spin to be able to enter 

electrode at a lower electrochemical potential (accepting spins opposite to the origi­

nally injected ones) while flowing through the edge state moving in proper direction 

compatible with their chirality.

The quantization of the pumped pure spin current in Fig. 4.2 is ensured by
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the absence of flow through the bulk of the magnetic island within TI underneath FI 

in Fig. 4.4(a). In this case, only perfect reflection with spin rotation at the interface 

between TI region with proximity induced A ^  0 and TI itself takes place redirecting 

spins from one helical edge state to the other one at the same edge. Thus, the transmis­

sion coefficient [87] Tj^L — 1 in Eq. (4.7) becomes quantized since it is governed by local 

ballistic transport through edge states on the top right lateral edge in Fig. 4.4(a), while 

the other two coefficients are zero T^L — Tj^R — 0. This also explains why the range 

of precession cone angles within which Ggp in Fig. 4.2 or Gcp in Fig. 4.3 is quantized 

can be expanded by increasing the length of the magnetic island within TI (i.e., the 

corresponding FI island on the top) or the proximity induced exchange potential A— 

both tunings diminish overlap of evanescent modes from the two TI | magnetic-island 

interfaces. This is further clarified by Fig. 4.6 where spin current emerges also in the 

bulk of the magnetic island in the non-quantized case for small 9 = 5°. As discussed 

in Sec. 4.2, spin current is in general not conserved, which is exemplified in Fig. 4.6 by 

different values of the total pumped spin current at different cross sections (including 

zero in the middle of the magnetic island at large precession cone angle 9 = 90°; the 

non-zero current around interfaces is due to evanescent modes).

Analogously, quantized charge current in Fig. 4.3 is driven by the same reflection 

process discussed above which then generates flow of rotated spin along the right TI|NM 

interface and the bottom lateral edge in Fig. 4.5(b) while utilizing only one of the two 

helical edge states. In the lab frame picture of pumping, the emission of currents in 

the absence of bias voltage can be viewed as a flow of spins, driven by absorption of 

microwave photons, from the region around the interface between the magnetic island 

and TI where edge states penetrate as evanescent modes into the island. However, 

this framework does not offer simple explanation of why pumped currents can become 

quantized.

Figures 4.4 and 4.5 also provide answer to the following question: What happens 

to current, which is confined to a narrow region of space along the samples edges within 

TI, as it exits from the TI region into the NM electrodes? The local charge or spin
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F ig u re  4.6: Total pure spin current at each transverse cross section along the het­
erostructure in Fig. 4.1(a) for two different precession cone angles. The 
total spin current for cone angle 6 = 90° is obtained by summing local 
currents shown in Fig. 4.4.

fluxes remain confined to a narrow “flux tube” even within the NM electrodes which 

is refracted at the TI|NM interface by an angle 45°. This feature is explained by the 

fact that at the TI|NM interface the helical edge state in the, e.g., upper right corner 

changes direction (to flow downward along the TI|NM interface) so that at this region 

of space at which current penetrates from TI into NM the quantum state carrying it 

has wavevector ky = kx. By continuity of wavefunctions, this relation is preserved 

within the NM electrodes leading to the observed refraction of the guiding center for 

electron quantum-mechanical propagation.

Figure 4.7 shows that pumped currents remain precisely quantized in the pres­

ence of weak static (spin-independent) disorder simulating short-range impurity scat­

tering. Further increasing of the disorder strength diminishes pumped charge current 

much faster than the spin current.

Finally, our analysis clarifies that the second FM island with static magnetiza­

tion covering the opposite edge of the device in the proposal of Ref. [78] for quantized
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Figure 4.7: The effect of the static impurity potential on pumped currents at preces­
sion cone angle 6 =  90° for GNR-based TI, where pure spin current curve 
labeled with (a) is generated by the spin battery device in Fig. 4.1(a) 
while curves labeled with (b) are for the device in Fig. 4.1(b).

charge pump is redundant. Moreover, in the case of FM island with precessing magne­

tization deposited directly on the top of TI to generate proximity effect and pumping, 

quantization would be lost [130] if electrons can penetrate into the metallic region pro­

vided by such islands so that transport ceases to be governed purely by the helical edge 

states.

4.6 Summ ary o f Chapter

In conclusion, in this chapter we proposed two types of FM-TI heterostructures 

shown in Fig. 4.1 which can pump quantized spin or charge current in the absence of 

any applied bias voltage. The device in Fig. 4.1(a) emits pure spin current I Sz toward 

both the left and the right NM electrodes. Its quantized value eISz/{hio) =  2 x e/47r 

can be attained even at very small microwave power input (determining the precession 

cone angle [46]) driving the magnetization precession, thereby offering a very efficient 

spin battery device that would surpass any battery [131, 37] based on pumping by
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conventional FM|NM interfaces. On the other hand, the device in Fig. 4.1(b) generates 

quantized charge current el/(frio) =  e2/h  in response to absorbed microwaves, which 

can be utilized either for electrical detection of the 2D TI phase via measurement 

of precisely quantized quantity (that survives weak disorder) directly related to the 

number of helical edge states or as a sensitive detector of microwave radiation.
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Chapter 5

SPIN -TO -C H A R G E C O N V ER SIO N  IN  VERTICAL A N D  LATERAL  
TO PO LO G IC A L-IN SU LA TO R /FER R O M A G N ET  

H ETER O STR U C TU R ES W ITH  M ICROW AVE-DRIVEN PR EC ESSIN G
M AG NETIZATIO N

5.1 M otivation

One of the central goals of second generation spintronics [10] is to generate 

and manipulate pure spin currents with no net charge flux. The pure spin currents 

make possible transport of information encoded in electron spin with much less dis­

sipation than generated when using spin-polarized charge current of first generation 

spintronics. However, their detection and measurement requires to convert them into 

conventional charge currents and voltages. Over the past decade or so, the inverse spin 

Hall effect [132] (SHE)—where pure spin current injected longitudinally into a mate­

rial with spin-orbit coupling (SOC) induces [133, 134] transverse charge current—has 

emerged as the standard detector which has often been coupled to generators of pure 

spin currents like spin pumping by precessing magnetization, [83, 135, 136] nonlocal 

spin diffusion, [137, 138] direct SHE, [139, 140] magnon-spin transmutation, [85] and 

laser pulses. [141]

5.2 D evice Setup

The very recent experiments on lateral heterostructures illustrated in Fig. 5.1(a)— 

where ferromagnetic (F) layer with precessing magnetization, driven by microwaves of 

frequency u  under the ferromagnetic resonance (FMR) condition, is brought into a 

contact with a two-dimensional (interfacial) gas of either conventional electrons with
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Figure 5.1: Schematic of (a) lateral and (b) vertical F /T I heterostructures where 
magnetization dynamics, driven by the absorption of microwaves of fre­
quency u) under the FMR conditions, pumps pure spin current along the 
z- or x-axis, respectively, in the absence of any dc bias voltage between 
the N leads. The strong interfacial converts pumped spins into charge 
current flowing along the a:-axis in both panels, which is measured as the 
voltage signal VpUmp in an open circuit. Besides lateral heterostructures 
of F /T I type (explored in the experiments of Ref. [2]), we also analyze 
lateral F/2DEG heterostructures with conventional Rashba SOC at the 
interface (explored in the experiments of Ref. [3]) for comparison. Due to 
the magnetic proximity effect, Asurf(i) energy gap appear on the surface 
of TI or 2DEG due to the component of magnetization m (i) which is 
perpendicular to the interface. The unit vector mathbfnM specifies the 
axis around which magnetization is precessing, while the unit vector n.Ti 
is perpendicular to QLs of 3D TI slab.
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parabolic energy-momentum dispersion (as formed at Ag/Bi interface) [3] described 

by the Hamiltonian [52]

p 2 CK
#2D E G  =  +  ^ X P) '  e z , (5-1)

or massless Dirac electrons with linear energy-momentum dispersion on the surface of 

three-dimensional topological insulators (3D TIs) [2] described by the Hamiltonian

H tis  = v F { °  x p) • ez, (5.2)

both of which exhibit spin-momentum locking due to Rashba-type SOC [52]—have 

observed voltage tpUmp along the r-direction in the absence of any applied dc bias 

voltage. Here p  =  (px,py) is the momentum operator, m* is the effective mass (m* ~  

0.35m at the Ag/Bi interface) and vF is the Fermi velocity. This effect has been 

interpreted as the “inverse Edelstein effect” [142] (IEE) where nonequilibrium spin 

accumulation in spin-split diffusive two-dimensional electron gas (2DEG) creates an 

electric field perpendicular to the spin direction, which drives charge current or induces 

dc voltage signal VpUmp in an open circuit.

In the case of heterostructures in Fig. 5.1(a), the nonequilibrium spin accumu­

lation is due to spin current I s  pumped along the 2 -axis, whose dc component carries 

spins along the y-axis, which is redirected to flow within the interface along the r-axis 

because of highly resistive Bi or TI layers. Thus, it is unrelated to the inverse SHE 

which would generate charge current in direction S x I s . It has also been speculated [2] 

that the efficiency of conversion in the case of F /T I heterostructures could reach 100% 

due to spin-momentum locking along the single circle (at the intersection of the Dirac 

cone and Fermi energy plane), rather than two circles [3,142] in the case of conventional 

massive electrons which counter the effect of each other.

However, these explanations do not [2,142] operate directly with time-dependent 

pumped spin current, so it remains unclear how much of it is actually converted into 

charge current and how efficient [91, 115] are different types of SOC in this conver­

sion process. Another mechanism of pumped-spin-to-charge conversion was predicted
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Figure 5.2: The local density of states g(E ,ky,kz — 0) on first ML of TI in contact 
with F layer within vertical heterostucture illustrated in Fig. 5.1(b), as 
well as on adjacent second and third MLs. The TI layer is either weakly 
(top row with F-TI hopping J  — 0.25 eV) or strongly (bottom row with 
F-TI hopping J  =  0.4 eV) coupled to the neighboring F layer whose 
magnetization perpendicular to the F /T I interface is assumed to induce 
energy gap on surface of TI via the magnetic proximity effect.

theoretically in Ref. [30] for vertical F /I  heterostructures, such as those illustrated in 

Fig. 5.1(b) using F /T I system, where pumped spins and reflected and transmitted per­

pendicularly through the interface with strong SOC which leads to charge current (or 

voltage in open circuit) along the z-axis in Fig. 5.1(b).

5.3 M odels and H am iltonians

The F /T I and F/2DEG lateral heterostuctures illustrated in Fig. 5.1(a) are 

modeled on a simple cubic or square tight-binding lattice with lattice spacing a, re­

spectively. The TI central region has finite length L j1 =  50a and thickness L j1 =  8a, 

while it is assumed to be infinite in the y-direction, with each site hosting four spin- 

dependent orbitals of the minimal effective Hamiltonian. [143]
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Figure 5.3: The peak of local density of states g(E, ky, kz) on first ML of TI in contact 
with N layer within vertical N /T I/N  heterostucture and the correspond­
ing spin texture of the state. The TI layer is weakly coupled to the 
neighboring N layer, J  =  0.05 eV.

f f n  =  ^ £ { < k|| ( f  r „  -  3 )  <vn,k, +  h .c.
n,k"  ̂ '  '

+ C'ra.kii C l  +  d(kii)r0 -I— (Ti sin kxa +  T2 sin kva) 
" a

where,

with,

Un =
1 0 

0 Try

Tp =
(in^j + nyTI)

T I

(5.4)

(5.5)

Dirac Point
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This Hamiltonian yields the correct gap size in the bulk and surface dispersion 

of Bi2Se3 based 3DTI while reducing to the continuum k  - p  Hamiltonian in the small k 

limit. In Fig. 5.3 we present the peak of local density of states gi(E, ky, kz) — — ^(G [a Ja)/7r

calculated for the N /T I/N  heterostructure at the N /TI interface layer I where the sum 

is over the atomic orbitals a. In the calculation we consider n Ti — (1,0,0). The cone 

structure and the spin texture is in consistence with the expected dispersion relation 

for the surface state of the TIs. Here n TI is the unit vector normal to the QLs of the TI 

shown in Fig. 5.1 and c =  (c+ -̂, c+^, c_̂ -, c_^)T annihilates electron in different orbitals, 

d(k)n —  M  — 2B / a 2 + 2H(coskxa + coskya — 2)/a2, Ti (i — 0 ,1 ,2 ,3) are 4 x 4  Dirac 

matrices and 1 is the unit matrix of the same size. The numerical values of parameters 

are chosen as: M  =  0.3 eV; A  =  0.5 aeV; and B  =  0.25 a2eV. The Fermi energy of 

the whole device is set at Ep  =  3.1 eV, and the bottom of the band of the TI layer is 

shifted by C = 3.0 eV.

The F and N layers are described by a tight-binding Hamiltonian with a single 

s- orbital per site

Hf  =  y  ] cLr,k|| f £n,k||<5crCT' — m  • [cr]CTCT' j  Cnai ^
n,CTCT',k|| '  '

£-n+i,cr,k|| T H.c.). (5.6)
n,<r,k||

The operators cj^. (cn(T) create (annihilate) electron with spin a  on monolayer n  with 

transverse momentum ky within the monolayer. The in-monolayer kinetic energy 

£n,k|| =  —2 7 (cos kya +  cos kza) is equivalent to an increase in the on-site energy, and 

the nearest neighbor hopping is 7  =  1.0 eV. The coupling of itinerant electrons to col­

lective magnetization dynamics is described through the material-dependent exchange 

potential An (An =  0 within semi-infinite ideal N leads), where a — (ax, ay, az) is the 

vector of the Pauli matrices and [cra]aai denotes the Pauli matrix elements. Coupling of 

the two-orbital normal metal to the four-orbital TI at the interface of the two materials
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is modeled by the following hopping matrix,

T f / t i  =  (  7C1 7C1 )  • (5.7)

The 2DEG central region has finite length Z^DEG =  100a and it is assumed to 

be infinite in the y-direction, with each site hosting two spin-dependent orbitals of the 

discretized version [144] of Hamiltonian in Eq. 5.1. We do not model explicitly the 

presence of the F over layer with precessing magnetization in Fig. 5.1(a), but instead 

add term — A m (t) ■ a /2  in the region of length LE residing in the center of the top plane 

of TI or plane of 2DEG. Here A is the mean-field exchange splitting induced by the F 

over layer through magnetic proximity effect, m(f) is the unit vector along the precessing 

magnetization. In the numerical calculations for the case of F /T I heterostructure we 

choose =  20a and A =  0.28 eV, while in the case of F/2DEG we consider LE =  50a, 

A =  0.2 eV and asoc  =  O.laeV.

The vertical F /T I heterostructures in Fig. 5.1(b) are modeled on the simple 

cubic lattice composed of 2D monolayers (MLs) that are infinite in the yz-plane. The 

length of F layer is dF — 50 MLs and of TI layer is dFi — 5 MLs. In the case of 

vertical heterostructures, we add — Aaurfin(t) - a /2  on the first monolayer of TI layer 

in contact with F layer, where both Asurf =  0 and Asurf =  A =  0.28 eV (where A is 

exchange splitting in the F layer) are considered for the results presented in the next 

section. Figure 5.2 shows the local density of states (LDOS) on the MLs of TI that 

are the closest to F layer within the vertical heterostructure in Fig. 5.1(b). When the 

hopping parameter between lattice sites of F and TI is large (J  = 0.4 eV), the energy- 

momentum relation in the bottom row of Fig. 5.2 bears little resemblance to the Dirac 

cone because of flooding [145] of F /T I interface by evanescent wavefunctions which 

originate from the F layer and penetrate into the bulk gap of TI while exponentially 

decaying in space. To avoid this effect, we assume smaller hopping J  =  0.25 eV which 

leads to LDOS shown in the top row of Fig. 5.2. The weak F to TI coupling can be 

achieved by growing an ultrathin layer of a conventional band insulator, such as In2Se3 

with large bandgap and good chemical and structural compatibility with Bi2Se3 where
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sharp heterointerfaces have already been demonstrated by molecular-beam epitaxy 

growth [146]. This dielectric layer will also affect the value of the proximity induced 

surface energy gap Asurf. In addition, Fig. 5.2 demonstrates how gapped surface state 

of TI can penetrate into the bulk of TI as evanescent wavefunction decaying over the 

first few MLs and effectively doping the bulk.

Since pumped charge and all components of pumped spin current tensor are 

time-dependent in the presence of SOC, [30] the nonequilibrium Green function for­

malism [147] is advantageous choice for the computation because it gives from the 

outset experimentally measurable current averaged over one period. In contrast, stan­

dard scattering approach to adiabatic pumping [100, 28] requires to compute current 

at all times (or, in practice, over a discrete time grid) during one period of microwave 

oscillations and then find its average, [115, 96] which can be computationally expensive 

[especially for tunneling structures, like vertical F /T I ones in Fig. 5.1(b), where current 

amplitude can be several orders of magnitude larger than its average value].

5.4 R esults and D iscussion

In this section, we apply the Floquet-nonequilibrium Green function (Floquet- 

NEGF) formalism [30,148] introduced in section. 3.3.1, to time-dependent Hamiltonian 

of lateral and vertical heterostructures depicted in Figs. 5.1(a) and 5.1(b), respectively, 

assuming ballistic transport regime. For lateral heterostructures in Fig. 5.1(a), we 

demonstrate in Fig. 5.4 that both charge I  and spin I Sa currents will flow within the 

plane of F /T I or F/2DEG interface in the direction of the x-axis denoted in Fig. 5.1. 

The charge current in Fig. 5.4(a),(c) is non-zero only when magnetization is precessing 

around the y-axis—this setup injects dc component of spin current into the interface 

with spins pointing along the y-axis, which is partially converted into charge current 

along the rr-axis. On the other hand, when F layer magnetization is precessing around 

the x- or the y-axis, the charge current along the rr-axis is identically zero 7 =  0, while 

non-zero pure spin currents I Sx and I Sy continue to flow along the x-axis as shown in 

Fig. 5.4(b),(d). Note that in open circuits one would measure [3, 2] the voltage signal

97



Lateral F/TI Lateral F/2DEG
0.3

■xlO20.4

'o'
3

S  0.2

>
0.00.0

0 45 90 135 180 0 45 90 135 180

0 45 90 135 180 ' ° ’20 45 90 135 180

Precession Cone Angle 0 (deg)

F ig u re  5.4: (a), (c) The dc pumping voltage in lateral F /T I and F/2DEG heterostruc­
tures for different orientation of the axis n m  around which magnetization 
of the F layer precesses with cone angle 9. Panels (b) and (c) plot the 
spin current I Sa which accompanies the charge current 7 =  FpumpG in 
(a) and (b), respectively, where both I Sa and 7 flow along the x-axis in 
Fig. 5.1. Note that charge current is non-zero only when magnetization 
is precessing around the y-axis in Fig. 5.1(a).

— I /G ,  which is plotted in Fig. 5.4(a),(c) with G being the conductance of the 

two-terminal system.

While this picture is fully compatible with the one based on IEE, [142] our 

approach finding both charge and spin currents makes it possible to quantify the spin- 

to-charge conversion efficiency by using the ratio 7 /75“. Note that we employ the same 

units for charge current, I  = T^+I^, and spin current, I Sa = P  — I^, expressed in terms 

of spin-resolved charge currents 71' and fy carrying spins pointing along the a-axis. To 

quantify total spin angular momentum emitted by the central region of systems in 

Fig. 5.1 into two N leads, we sum up spin currents in the left (L) and right (R) N 

lead to get I Sa =  / f a — 7^“. Thus, the ratio I j I Sa is a pure number which we show in 

Fig. 5.5. It reaches I / I Sa ~  2-8% for F/2DEG interface, increasing to 7 /I Sa ~  40-60% 

on the F /T I interface due to perfect spin-momentum locking. Note that in the case of 

conventional spin-polarized charge current, I Sa/ I  <  1 would signify spin-polarization 

along the a-axis. In Fig. 5.5 this number can be bigger than 1 because spin current 

was initially generated by pumping in the absence of dc bias voltage and without any
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Figure 5.5: Efficiency of spin-to-charge conversion in lateral F /T I and F/2DEG het­
erostructures quantified by computing the ratio of charge I  and spin I Sa 
currents from Fig. 5.4 for magnetization precessing around the y-axis 
[nM =  (0,1,0)] in Fig. 5.1(a).

net charge flux, and subsequently only partially converted into charge current by the 

SO-coupled interface.

Figure 5.6(a),(c) shows charge current along the rr-axis in vertical heterostruc­

tures depicted in Fig. 5.1(b) whose magnetization is precessing along the z-axis. In 

conventional F /N  layers, magnetization dynamics pumps time-dependent pure spin 

current into N layer in the absence of any bias voltage which has been amply explored 

as a robust and ubiquitous pumping effect at room temperature [28]. However, no 

charge pumping at the adiabatic level oc u; is expected in multilayers with a single 

precessing F layer [87]. In section. 3.4 we showed that, this outcome changes if strong 

SOC is present directly at the interface, as predicted to occur in F /I  junctions with 

the Rashba SOC at the interface. [30] While the angular dependence of pumped charge 

current for F /T I interface in Fig. 5.6(a) is the same oc sin2 9 cos 9 as for the F /I  interface 

with the Rashba SOC, the magnitude of the voltage signal is very sensitive to opening 

of time-dependent energy gap Asurf(t) on the surface of TI due to magnetic proxim­

ity effect. That is, as soon as the cone angle 9 becomes non-zero due to microwave

nM=(0,l,0)

Lateral F/TI nT=(0,0,l) 

■ Lateral F/2DEG
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F ig u re  5.6: The angular dependence of dc pumping voltage in F /T I vertical het­
erostructures from Fig. 5.1(b) whose magnetization is precessing around 
the z-axis, n m  =  (0,0,1). The QLs of 3D TI slab are oriented perpen­
dicular to n TI =  (1,0,0) in panels (a) and (b), or to n TI =  (0,1,1) in 
panels (c) and (d).

absorption, the time-dependent exchange field acquires a component (Asin0sinu;<)ea; 

which is perpendicular to the surface of the TI and induces the corresponding surface 

gap Asurf(i). The value of A™^ is not necessarily related to A| sin #| because magnetic 

proximity effect can be influenced by the properties of the F /T I interface, [149] so that 

in Fig. 5.6 we consider both Asurf(t) ^  0 and Asurf(i) =  0 cases.

The Bi2Se3 realization of TI is a strongly anisotropic material composed of 

quintuple layers (QLs) of Bi and Se atoms, where one QL consists of three Se layers 

strongly bonded to two Bi layers in between. [124] The electrons on the metallic sur­

face of Bi2Se3 are routinely described by the massless Rashba Hamiltonian in Eq. (5.2) 

which describes spin-orthogonal-to-momentum locking for both Bi and Si sublattices, 

as observed in spin-ARPES experiments. [124] However, such description is valid only 

when the surface of TI crystal coincides with the plane of QL, while for other ori­

entations of QLs the two sublattices generate different spin textures. [150, 151] To 

illustrate their effect, we also show in Fig. 5.6(c) charge current when QLs are oriented
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perpendicularly to the unit vector n Ti  =  (0,1,1) drawn in Fig. 5.1. The corresponding 

ratios I / I Sa are plotted in Figs. 5.6(b) and 5.6(d) for two different orientations of QLs 

(denoted on the top of the left and right column in Fig. 5.6).

The recent theoretical [149] and experimental [152, 153, 154] efforts have vigor­

ously pursued F /T I heterostructures with non-zero (time-independent) Asurf, as well as 

without complicated hybridization [149] of bulk and surface states so that split Dirac- 

cone remains easily identifiable. Such gapped surface state of TIs due to time-reversal 

breaking makes possible experimental probing of generic properties of 3D TIs like the 

topological magnetoelectric effect (where magnetization is generated by an electric 

field E with a quantized coefficient), half-integer quantum Hall effect and magnetic 

monopole. [124] It has also been predicted [76] that F /T I heterostructure in Fig. 5.1(a) 

with precession axis lying within the TI surface will pump charge current which jumps 

abruptly every time the ^-component of the precession magnetization touches zero due 

to counterpart of parity anomaly effect from high energy physics. However, observation 

of such effects requires perfectly insulating bulk of TI and Fermi energy tuned close 

to the Dirac point (DP). On the other hand, sensitivity of charge current pumped 

vertically through the TI surface on the presence of Asurf(t) does not require either of 

these two conditions.

The non-zero pumping voltage at the adiabatic level oc u> in vertical F /I  junc­

tions with interfacial SOC [30] (in the absence of interfacial SOC, simple F /I  junctions 

pump [87] charge current oc u 2 which is, therefore, nonadiabatic) is closely related to the 

tunneling anisotropic magnetoresistance (TAMR). The out-of-plane TAMR for F /T I 

vertical heterostructures is defined [30] as TAMR(0) =  [R(9) — R(6 =  0°)\/R[6 =  0°) 

using conventional dc resistances R(0) measured by tilting the static magnetization of 

the F layer in Fig. 5.1(b) towards the transport direction. The TAMR curves plotted 

in Fig. 5.7 show that change in the conductance G(6) =  1/R{6) is too small to account 

for the enormous difference between VpUmp(A ^ f  ^  0) and VpUmp(A ^ f  =  0) cases. 

Although TAMR differentiates between massless and massive Dirac fermions on the 

surface of the TI, it cannot be used to reliably detect the latter since it would diminish
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F ig u re  5.7: The TAMR of F /T I vertical heterostructures from Fig. 5.1(b) for gapless 
(Asurf =  0 for dotted lines) and gapped (Asurf ^  0 for solid lines) surface 
of TI that is in direct contact with the F layer. The QLs of 3D TI slab are 
oriented perpendicular to n Ti =  (1,0,0) for red lines or to n Ti =  (0,1,1) 
for blue lines.

if bulk charge carriers are present within the TI slab.

5.5 S u m m ary  o f C h a p te r

In this chapter, using the charge-conserving Floquet-Green function approach 

to quantum systems driven by periodic time-dependent potential, we analyzed how 

spin current pumped (in the absence of any bias voltage) by the precessing magne­

tization of a ferromagnetic (F) layer is injected laterally and converted into charge 

current flowing in the same direction within interfaces with strong spin-orbit cou­

pling (SOC). In the case of metallic interface with the Rashba SOC used in recent 

experiments [Nature Comm. 4, 2944 (2013)], both spin I Sa and charge I  current 

flow within the interface with I / I Sa ~  2-8% (depending on the precession cone an­

gle), while for F/topological-insulator (F/TI) interface employed in recent experiments 

(arXiv:1312.7091) this conversion efficiency is much higher I / I Sa ~  40-60% due to 

perfect spin-momentum locking. The spin-to-charge conversion occurs also when spin 

current is pumped vertically through F /T I interface, where we predicted that charge
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current (or dc pumping voltage in an open circuit) will be sensitive to whether the 

Dirac fermions at the interface are massive or massless.
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Chapter 6

SPIN -T R A N SF E R  A N D  SPIN -O R BIT IN D U C E D  TORQUES

6.1 D ensity  M atrix in Steady-State Nonequilibrium

The stationary nonequilibrium density matrix pneq of current carrying steady 

states is one of the most fundamental objects of nonequilibrium quantum statistical 

mechanics and quantum transport theory. [155, 156, 157, 158] It yields the expectation 

values of any single-particle observables, while its diagonal elements give directly the 

particle density within the device. [159, 160, 161] For example,

A =  Tr[pneqA], (6.1)

gives charge current, spin current, and spin density in system out of equilibrium when 

the corresponding operators (i.e., their matrix representation) are inserted as A.

In the case of steady-state transport of non-interacting quasiparticles described 

using popular tight-binding Hamiltonians, [157] one can obtain charge or spin currents 

in the linear response regime using the nonequilibrium Green function (NEGF)-based 

expressions[155, 157, 162] that do not invoke p neq explicitly. However, the inclu­

sion of atomistic details of the device through self-consistent Hamiltonians, typically 

obtained[159, 161] from or fitted[163] to density functional theory (DFT), requires the 

knowledge of equilibrium density matrix peq to describe the charge transfer between 

different atomic species [160] or p neq to describe the charge redistribution due to the 

current flow at finite bias voltage. [159, 160, 161] Otherwise, without computing the 

charge redistribution and the corresponding self-consistent electric potential profile 

across the device the current-voltage characteristics violates[164, 165] gauge invari­

ance, i.e., invariance with respect to the global shift of electric potential by a constant,
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V  —> V  +  V0. It is worth mentioning that pneq plays an essential role in describing 

steady-state transport in interacting quantum systems far from equilibrium, where re­

cent efforts[156] have tried to construct an effective equilibrium-like (i.e., written in 

the usual Boltzmann form) density matrix, p neq =  exp[—/3(H — Y)], using the device 

Hamiltonian H  and Y  operator that encodes information about the finite bias voltage.

One of the key issues in applying Eq. (6.1) to specific problem is to remove 

possible equilibrium contribution to a physical quantity of interest, if such quantity 

has a non-zero expectation value in the absence of bias voltage that is compatible with 

the time-reversal invariance. For example, spintronic systems are abundant in such 

situations: (i) since spin current operator is time-reversal invariant, it can have non­

zero expectation values in the thermodynamic equilibrium, as highlighted[162, 166] 

by the case of equilibrium local currents in two-dimensional electron gases (2DEGs) 

with the Rashba spin-orbit coupling (SOC); (ii) the spin operator is not t ime-reversal 

invariant, so spin density can be non-zero in thermodynamic equilibrium on the proviso 

that time-reversal invariance is broken by internal or external magnetic fields.

Another example of equilibrium quantities that appear in the formalism, but 

are not measured in standard transport experiments, are the circulating or diamag­

netic currents which always exist in the presence of a magnetic field. They contribute 

to the local charge current density, j(r)  =  f  dr'a(r,  r /)E (r/), as signified by the Kubo 

non-local conductivity tensor q;(r, r') being dependent on all states below the Fermi 

energy. [167] Thus, theoretical description of charge transport in multiterminal Hall 

bridges must remove diamagnetic currents in order to produce experimentally measur­

able quantities, such as conductance coefficients connecting voltages and total charge 

currents in different terminals, which depend only on the states in some shell (defined 

by the temperature) around the Fermi surface. [167]

Similarly, naive application of the Kubo formula to the thermal Hall coefficient 

always yields unphysical result due to the presence of the equilibrium circulating energy 

flow. [168] That is, in a system breaking the time-reversal invariance, either by apply­

ing an external magnetic or due to the spontaneous magnetization, the temperature
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Rashba SOC

in' m

(c)

m

F igure  6.1: Schematic view of junctions exhibiting spin torque that we employ in 
Sec. 6.4 to illustrate applications of our gauge-invariant nonequilibrium 
density matrix derived in Sec. 6.3: (a) conventional MTJ containing spin- 
polarizing F' layer with fixed magnetization and F layer with free mag­
netization which are separated by a thin insulating layer; (b) semi-MTJ 
containing a single F layer with free magnetization and the Rashba SOC 
at the I /F  interface; and (c) N /F /I  heterostructure (realized in the recent 
experiments as Pt/Co/AlO^ heterostructure) where the Rashba SOC is 
presumed to exist at the N /F  interface. In all three cases, the unpolar­
ized charge current driving spin torque is injected along the x-axis. We 
assume that each layer in panels (a), (b) and (c) is composed of atomic 
monolayers modeled on an infinite square tight-binding lattice.

gradient not only drives the transport heat current, but also drives the circulating heat 

current. Although both contributions are present in the microscopic current density 

calculated by the standard linear response theory, a proper subtraction of circulating 

component is necessary since such quantity is not observable in the transport experi­

ment.

On the other hand, spintronics literature has often utilized putative expressions[169, 

170, 171] for p neq which actually do not obey gauge invariance and, therefore, can lead 

to ambiguous results for the expectation values quantities such as spin density, spin- 

transfer torque (STT), and local spin current. This is due to the fact that, depending 

on the chosen way of splitting the bias voltage between the source and drain electrodes 

of the device, one gets different results because of improperly subtracted expectation 

value in equilibrium (i.e., at zero bias voltage).
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6.2 Spin-Transfer Torque

The spin-transfer torque (STT) is a phenomenon in which spin current of large 

enough density injected into a ferromagnetic (F) layer either switches its magnetiza­

tion from one static configuration to another or generates a dynamical situation with 

steady-state precessing magnetization [27]. The origin of STT is absorption of itiner­

ant flow of angular momentum components normal to the magnetization direction. It 

represents one of the central phenomena of the second-generation spintronics, focused 

on manipulation of coherent spin states, since reduction of current densities (currently 

of the order 106-108 A/cm 2) required for STT-based magnetization switching is ex­

pected to bring commercially viable magnetic random access memory (MRAM) [41]. 

The rich nonequilibrium physics [42] arising in the interplay of spin currents carried by 

fast conduction electrons and collective magnetization dynamics, viewed as the slow 

classical degree of freedom, is of great fundamental interest.

Very recent experiments [48, 50] and theoretical studies [99] have sought STT in 

nontraditional setups which do not involve the usual two (spin-polarizing and free) F 

layers with noncollinear magnetizations [42], but rely instead on the spin-orbit coupling 

(SOC) effects in structures lacking inversion symmetry. Such “SO torques” [56] have 

been detected [48] in P t/C o/A 10x lateral devices where current flows in the plane of Co 

layer. Concurrently, the recent discovery [124] of three-dimensional (3D) topological 

insulators (TIs), which possess a usual band gap in the bulk while hosting metallic 

surfaces whose massless Dirac electrons have spins locked with their momenta due to the 

strong Rashba-type SOC, has led to theoretical proposals to employ these exotic states 

of m atter for spintronics [17] and STT in particular [72]. For example, magnetization 

of a ferromagnetic film with perpendicular anisotropy deposited on the TI surface 

could be switched by interfacial quantum Hall current [72], However, very little is 

known about STT in setups where spin transport is perpendicular to interfaces with 

strong SOC [30, 61, 75], as exemplified by the vertical Tl-based heterostructure in 

Fig. 6.7. Such heterostructures could exploit strong interfacial SOC without requiring 

[75, 145] perfectly insulating bulk whose unintentional doping in present experiments
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obscures [172] topological properties anticipated for lateral transport along the TI 

surface.

For conventional F '/I /F  magnetic tunnel junctions (MTJs) illustrated in Fig. 6.1(a), 

where the reference F' layer with fixed magnetization m ' plays the role of an exter­

nal spin-polarizer, it is customary to analyze the in-plane (originally considered by 

Slonczewski[173]) and perpendicular (also called “field-like”) components of the STT 

vector, [42]

T  =  T|| +  Tj_. (6.2)

The in-plane torque

T|| =  T||m x (m x m 7), (6.3)

is purely nonequilibrium and competes with the damping. The perpendicular torque

Tj_ =  rj_m x m 7, (6.4)

arises from spin reorientation at the interfaces and possesses both the equilibrium (i.e., 

interlayer exchange coupling) and the nonequilibrium contributions which act like an 

effective magnetic field on the magnetization m  of the free F layer.

The often assumed bias voltage dependence of STT components in MTJs,

T|| =  GiVfe +  a2V^ and r± =  b0 + biV^, is violated in asymmetrically designed MTJs 

(where the bias dependence of r± acquires a linear contribution[174]) or at larger Vj, 

where recent experiments [42] have uncovered more complicated dependency. The most 

accurate STT experiments (such as those based on spin-transfer-driven ferromagnetic 

resonance[42]) have access only to the derivatives of Ty and Tj_ with respect to Vj, 

(the so-called “torkance” [175]). Thus, only the nonequilibrium contributions driven 

by the nonzero bias voltage Vj, =  Vl — Vr  between the left and the right electrode 

are accessed experimentally. Accordingly, equilibrium contribution[176, 177] to at 

Vb =  0 should be removed when comparing theoretical predictions with experimental 

results.

At finite bias voltage, one can simply compute T l(H) -  Tj_(V& =  0) to extract 

numerically the purely nonequilibrium perpendicular torque. [177, 178] However, this
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fails at small Vj, due to substantial numerical errors accumulated when subtracting 

two nearly equal numbers. In symmetric MTJs with identical F and F ' layers, one 

can eliminate equilibrium value of Tj_ by using the special gauge (i.e., the reference 

level for the electric potential) where voltage —V&/2 is applied to the left and Vb/2 to 

the right electrode. [176] This trick, however, is not applicable to setups with F and F' 

layers of different thickness or when they are made of different materials. [174, 179]

Moreover, it cannot be applied to recently predicted[61, 62] unconventional STT 

driven by SOC in asymmetric N /I /F  or N /T I/F  vertical heterostructures, where TI 

is a thin slab of three-dimensional topological insulator[124] and strong Rasba SOC 

exists at I /F  or T I/F  interface, as illustrated in Fig. 6.1(b). In the case of such “semi- 

MTJs” , current flowing perpendicularly through the I /F  or T I/F  interface will induce 

both Tj_ and Ty on the free F layer even in the linear-response regime. This happens 

in the absence of any additional spin-polarizing F' layer through a mechanism closely 

related to tunneling anisotropic magnetoresistance[65, 30] (TAMR) in the case of N /I/F  

junctions,[61, 62] or a combination of TAMR-based effect and spin-polarizing action of 

the TI slab (where current becomes polarized in the direction of transport) in the case 

of N /T I/F  junctions. [62]

Finally, the so-called spin-orbit torques have attracted a lot of attention recently. [56] 

They occur in laterally patterned N /F /I  heterostructures with a single F layer whose 

interfaces contain Rashba SOC, as illustrated in Fig. 6.1(c). It has been known for a 

long time, [54, 55] and confirmed in recent experiments, [180] that in-plane longitudinal 

steady-state charge current flowing through the Rashba spin-split 2DEG will induce 

nonequilibrium transverse spin accumulation. This mechanism—the so-called Edel- 

stein effect—provides one of the two possible explanations [57, 99, 181, 182, 183] for 

the very recent experimental observations[48, 49, 50] of magnetization switching of the 

Co layer within structurally inversion asymmetric Pt/Co/AlOa; junction where current 

flows in the plane of P t/C o  and Co/A10x interfaces [in Fig. 6.1(c) we assume that SOC 

is located at the N /F  interface, but the other choice with SOC at F /I  interface is also 

possible[57]]. The key quantity that has to be calculated in the theoretical analysis[183]
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of SO torques is the nonequilibrium spin density within the Rashba 2DEG with an ad­

ditional Zeeman term due to the magnetization of the F layer (like Co). Thus, usage of 

gauge-noninvariant pneq expressions[169, 170, 171] for this task would give an incorrect 

result due to the fact that this system has non-zero spin density in equilibrium allowed 

by the time-reversal invariance breaking due to the Zeeman term.

Here we demonstrate in Sec. 6.3 how to construct the proper gauge-invariant 

nonequilibrium density matrix, in terms of the widely used NEGFs for devices[155,157] 

attached to two macroscopic reservoirs, which ensures that no equilibrium contribution 

is included in the current-induced nonequilibrium expectation values of physical quan­

tities. Section 6.4 shows three applications of this formalism in the computation of the 

components of spin torque vector for junctions illustrated in Fig. 6.1. We conclude in 

Sec. 6.5.

6.3 Gauge-Invariant Nonequilibrium  D ensity  M atrix for S teady-State Trans­

port in th e Linear-Response and Elastic Regim e

Let us consider a finite-size open quantum system described on a tight-binding 

lattice[157, 162] where the operator (cna) creates (annihilates) electron with spin 

a  on site n  (specific examples of such Hamiltonians H  are given in Sec. 6.4). The 

system is opened by being attached to two macroscopic reservoirs—left (L) and right 

(R)—which drive charge current when they have different electrochemical potentials 

and, thereby, different Fermi functions f l ,r { E ) =  f ( E  —  c V l r̂ ) .  The reservoirs and 

dissipation they are responsible for do not have to be modeled explicitly. Instead, one 

introduces the left and the right ideal semi-infinite leads through their retarded self- 

energies[184] YTL R(E), so that Hamiltonian H  +  Y,rL R(E) +  'ErL R(E) of a finite-size but 

open quantum system acquires a continuous spectrum. Such spectrum is sufficient to 

bring the system into a true nonequilibrium steady-state with a finite value of the dc 

current at long enough times (as demonstrated by, e.g., real-time diagrammatic Monte 

Carlo simulations of nonequilibrium quantum transport [185]).
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In stationary situations, either due to thermodynamic equilibrium or steady- 

state current flow, the density matrix p can be expressed [186] in terms of the lesser 

GF:

p = h , S d E G < (E ) - (6-5)
In the case of elastic transport regime (i.e., when electron-electron, electron-phonon, 

and electron-spin dephasing processes can be neglected), from Eq. (2.43), the lesser 

GF

G<(E) =  G r(E)[ifL(E)TL( E ) + i f R(E)TR(E)]Ga(E), (6 .6)

is given solely in terms of the retarded GF, G r (.E). Here G a(E) = [Gr (£')]'*’ is the 

advanced GF, and T l ,r (E)  i P  L,R( E ) -  YlaLR(E)\ are the level broadening operators 

which quantify escape rates of electrons into the semi-infinite lead.

For purely computational purposes, [159, 160] one usually separates “equilib­

rium” and “nonequilibrium” contributions to p in the elastic transport regime:
+oo

p = ~  J  d E lm [ G r(E)] fR(E)
— OO

+oo

+  ^  J  dE G r(E) • T l (E -  eVL) • G a(E) [.f L(E ) -  f R(E )}. (6.7)
—OO

Here the first “equilibrium” term is typically computed via the semicircular path com­

bined with the path in the complex plane parallel to the real axis, [159, 160] while the 

integration in the second “nonequilibrium” term is bounded between E F — eVR and 

Ep — eVp by the difference of the Fermi functions (Ep is the Fermi energy for the whole 

device in equilibrium) and has to be done directly along the real axis. [160, 161]

While the second “nonequilibrium” term in Eq. (6.7) contains information about 

the bias voltage [through / L(E ) — f R(E)], as well as about the lead assumed to be in­

jecting electrons into the device (through r L), it cannot be used as the proper nonequi­

librium density matrix that is defined by
+oo

Pneq =  P ~  Peq =  P+  ^  J  dE  Im [G” (£)] f ( E ) . (6.8)
—OO

111



This is due to the fact that second term in Eq. (6.8), which is the NEGF expression for 

the equilibrium density matrix peq, does not cancel the gauge-noninvariant first term 

in Eq. (6.7) which depends explicitly [through f R(E)\ on the arbitrarily set Vr  and 

implicitly on the voltages applied to both reservoirs [through G r (E)].

Nevertheless, the second term in Eq. (6.7), written in the linear-response and 

zero-temperature limit (where it becomes the Fermi surface property)

is often used in spintronics literature[169, 170, 171] as the putative (but improper due 

to being gauge-noninvariant) expression for pneq. This gives ambiguous (i.e., dependent 

on the chosen Vr ) nonequilibrium expectation values through Tr[pneq...].

To derive the proper gauge-invariant pneq in the linear-response limit, we first 

expand the retarded GF

the device and eU is the potential profile across the active region of the device when 

current is flowing. This is achieved in two steps, where we first rewrite Eq. (6.10) using 

the exact Dyson equation[165]

^ J  d E G r( E ) - T L( E - e V L) - G a(E)[fL( E ) - f R(E)\
—OO

(6.9)

GT[E) E - n - e U -  -El (E -  eVLj -  E R(E -  tVR) (6.10)

to linear order in the bias voltage. Here H  is the Hamiltonian of the active region of

G r(E) = G r0(E) +  G r0(E) [eU +  T,L{E -  eVL)

-  E l (E) +  E r (E -  eVR) -  G r(E), (6 .11)

in terms of the retarded GF at zero bias voltage

g ;,(E) = [e - h - s l (e ) -  s r i e )I-‘ . (6 .12)

In the second step, we expand the self-energies

Vl ,r = 0

(6.13)
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to linear order in voltage. Combining Eqs. (6.11) and (6.13) gives

Gr( E ) * G r0(E) + G m eU -  eVL
a s .

d E - e V ,
a s 'R

R
VL =0 dE VR= 0

G r0(E). (6.14)

By plugging Eq. (6.14) into Eq. (6.8), together with the expansion of the Fermi 

function

(6.15)
Vl ,r = 0

and expansion of the level broadening operator

T l (E  -  eVL) «  T l (E) -  eVL
d r ,
dE (6.16)

V r - a

and by keeping only the terms linear in the applied voltage, we finally obtain the 

gauge-invariant nonequilibrium density matrix for the steady-state transport in the 

linear-response regime

+00

Pneq ~ / ^ i  G;](-l
—oo

+oo— J  dE  Im G r0 ( e U -  eVL
dE

a s L  a s f l '

dE
G r0 m

(6.17)

In the zero-temperature limit, this expression simplifies further

P n eq 7T
^Im[GS(EF)]

Ep ̂J  dE  Im r ^ r  (  TT  \ r  t rGq e/7 -  e V i ^ r  -  eVR-
dE dE

G r0 H E )

eVh
+  2 7 G ; ( £ j )  • T  • G 5(£ i-), (6.18)

We note that expansions discussed above could be performed further[165] to obtain 

pneq order-by-order in the applied bias voltage.
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The third term in Eq. (6.17), when traced with the total current operator[157] 

I =  2eTjt/h in the right lead, gives the usual Landauer-type conductance formula 

(derived by Caxoli et al. in Ref. [187]):

The same trace with the first two terms in Eq. (6.17) is identically equal to zero because 

no total charge current can flow into the leads in thermodynamic equilibrium, even if 

time-reversal invariance is broken by magnetic field. [167]

The first two terms in Eq. (6.18) makes this expression for pncq quite different 

from often[169, 170] used but incorrect Eq. (6.9). Their role is to properly subtract any 

non-zero expectation value that exists in thermodynamic equilibrium. For example, 

the first term in Eq. (6.18) is easily interpreted using peq in Eq. (6.8)—when traced 

with an operator this term will give equilibrium expectation value at the Fermi energy 

which must be removed [so the sign in front of the first term different from the sign in 

front of the third term in Eq. (6.18)]. The second term in Eq. (6.18) ensures the gauge 

invariance of the nonequilibrium expectation values, while making the whole expres­

sion non-Fermi-surface property. It also renders usage of Eq. (6.18) computationally 

demanding due to the requirement to perform integration from the bottom of the band 

up to the Fermi energy, as discussed in more detail in Sec. 6.4.

6.4 A pplications to  Spin Torque Calculations

The NEGF formalism offers three different algorithms[169, 178, 62] to compute 

STT at finite bias voltage in F '/ I /F  MTJs, which are delineated below, as well as an 

additional algorithm for STT in the linear response (suitable for F '/N /F  spin valves) 

using the GF expressions for the so-called spin-mixing conductance. [175] We start by 

explaining first the often employed [177, 178] model for MTJs in Fig. 6.1(a) defined

J  dETr [: (6.19)
—OO
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on a cubic tight-binding lattice, with lattice constant a and unit area a2 =  □, where 

monolayers of different materials (F, N, I) are infinite in the transverse to transport 

direction yz-planes. The F, N, and I layers are described by a tight-binding Hamiltonian 

with a single s-orbital per site defined in Eq. (5.6). In the numerical calculations we 

choose the exchange splitting to be An =  1.0 eV, where An =  0 within semi-infinite 

ideal N leads or within the tunnel barrier region I (the corresponding Hamiltonians are 

labeled by Hp, H n , and Hi). Here a — (ax, ay,az) is the vector of the Pauli matrices 

and [ctqIo-ct' denotes the Pauli matrix elements.

The simplest route [177, 178] to STT is to compute the vector of spin current 

between two neighboring monolayers n  and n  +  1 coupled by the hopping parameter 7

C + i  =  4  I J  dEdk\\ 1*. [*(£& !.« -  G J„ +1)]. (6.20)

The integration over ky is required because of the assumed translational invariance in 

the transverse direction. For conserved total spin, when SOC and other spin-flipping 

interactions can be neglected, the monolayer-resolved [188] STT is given by

T „ =  - V  ■ Is = I j_ 1|n - 1* „ +1, (6.21)

which is a discrete form of the divergence of the spin current. The total torque on the 

free magnetization of the F layer is then obtained from

OO
T  =  £ ( C i , n  -  C + i )  =  IS i,o -  £ , 0 0  =  I S i,„. (6-22)

71= 0

Here the subscripts -1 and 0 refer to the last monolayer of the I barrier (or N spacer in 

the case of F '/N /F  spin valves) and the first monolayer of the free F layer, respectively. 

This methodology requires that the free F layer is semi-infinite. Furthermore, it cannot 

be applied to semi-MTJ in Fig. 6.1(b) since I s 10  is insufficient to get STT if strong 

SOC is present directly at the I /F  interface. Also, spin current will not decay, I ^ , i00 ^  0, 

if SOC is present in the bulk of the free F layer. [96, 98] We note that interfacial SOC 

also renders the spin-mixing conductance an ill-defined quantity. [175]
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A more general approach to compute the STT vector in the presence of SOC or 

other spin-nonconserving interactions is to use the torque operator[169, 175, 179]

Using in Eq. (5.6), gives T  =  A (a x m )/2. The torque operator approach is 

applicable to finite thickness free F layers, where it gives the layer-resolved[169, 188] 

STT whose sum over all monolayers comprising the free F layer gives the total STT.

For conventional F '/ I /F  MTJs, where the reference F' layer with fixed mag­

netization m ' plays the role of an external spin-polarizer, it is customary to analyze 

the in-plane (originally considered by Slonczewski [173]) and perpendicular (also called 

“field-like torque” [27]) components of the STT vector [42], T  =  Ty +  Tj_ . The in­

plane torque T y =  r y m  x (m x m ') is purely nonequilibrium and competes with the 

damping. The perpendicular torque Tj_ =  Tj_m x m ' arises from spin reorientation at 

the interfaces and possesses both equilibrium (i.e., interlayer exchange coupling) and 

nonequilibrium contributions which act like an effective magnetic field on the magneti­

zation m  of the free F layer. While Tj_ component is vanishingly small in metallic spin 

valves [189, 188], it can be substantial [42] in MTJs due to the momentum filtering 

imposed by the t unnel barrier [176, 177].

The third [62] NEGF-based approach to the computation of STT vector is also 

applicable to F layers of finite thickness with bulk or interfacial SOC, while offering 

additional physical insights. If the device Hamiltonian depends on a variable q, which 

corresponds to slow collective classical degrees of freedom, the expectation value of the 

corresponding canonical force Q  =  — dH /dq  can obtained from

Here we used the density matrix Eq. (6.5) expressed in terms of G <(E,q) as adiabatic 

lesser GF computed for a frozen-in-time variable q. By exchanging the derivative

(6.23)

and find its expectation value T  =  [T p neq], Here S  =  ha/2  is the electron spin operator.

dE  Tr (6.24)
—OO
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between the Hamiltonian and Q <(E, q),

H<9G<
dq

(6.25)

and by using Eqs. (6 .6 ) and (6.10) for the retarded and lesser GFs, respectively, we 

obtain

We note that Eq. (6.26) is akin to the mean value of time-averaged force in 

nonequilibrium Born-Oppenheimer approaches[190, 43] to current-induced forces ex­

erted by conduction electrons on ions in nano junctions or mechanical degrees of free­

dom in nanoelectromechanical systems whose collective modes are slow compared to 

electronic time scales. Furthermore, the same derivation that leads to Eq. (6.26) can 

be extended to obtain[43] the noise and damping terms, expressed solely in terms of 

electronic NEGFs, which enter into the nonequilibrium Langevin equation (taking the 

form of a generalized Landau-Lifshitz-Gilbert equation) for the free magnetization of 

the F layer. Equation (6.26) also allows us to establish the Onsager-type[96] recipro­

cal relation between STT and spin pumping, [30] where microwave driven precessing 

magnetization of a single F layer pumps pure spin current into adjacent normal metal 

layers.

This can be proven easily by choosing q =  uit in which case the average of Q(t) 

in linear bias approximation will be =  ^ 3 T r ( ^ | p r LG ar )  =  Ipumping/w

The application of Eq. (6.26) to get Ta {a =  x , y, z) component of the STT vector 

acting on the magnetization of the free F layer within, e.g., F '/ I /F  MTJ proceeds by 

first computing G r for the device described by the Hamiltonian H  =  Hp> +  Hj +  HF. 

In the second step, the Hamiltonian of the F layer is modified

and G r [H9] is computed for the new Hamiltonian H 9 =  Hjv +  H j +  H |,. This yields

(6.26)

(6.27)
, k||

d G r ^  G r [H9] -  G r [H]
(6.28)

dq ~  q
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where we typically employ q =  10- 7  as the infinitesimal. The derivative d G r/dq  

plugged into Eq. (6.26) yields Q =  Ta.

Equation (6.26) includes both the equilibrium[169, 176, 177] T_l(V& =  0) and 

experimentally measured[42] nonequilibrium Tj_(Vb) — Tj_(Vt =  0) contribution to Tj_. 

The linear-response contribution at zero temperature can be extracted by using pncq 

in Eq. (6.18)

Qneq =  ~  J ]
V

-  vPlm

G°r -  '
dq p 0 dq p 

f Ef ~dG[] dU  dG£ dTTp- ^/dE Tr
dq dVp dq dE

(6.29)

Since T y is zero in equilibrium, the second sum in Eq. (6 .8 ) has to be computed only 

for Tj_.

Thus, Eq. (6.29) is more efficient than the torque operator method when com­

puting T y since the former requires to know only the submatrix of the retarded GF 

which couples the first and last monolayer of the active device region, while the later 

requires to obtain the retarded GF on each monolayer of the free F layer. When com­

puting T j_, both methods have similar computational complexity since they require 

knowledge of the full retarded GF matrix.

When computing the nonequilibrium Tj_, we use the fact that the integrand 

in the second term of Eq. (6.29) [which stems from the second term in Eq. (6.18)] is 

analytic function in the upper complex plane. Then, as demonstrated in Fig. 6.2, the 

integration can proceed along the contour composed of an infinite semi-circle, along 

which the trace is zero due to dG r/dq  ~  1 /E 2, and the vertical line at E  — Ep. 

We note that adaptive integration is required very close to Ep. For junctions with 

transverse translational symmetry, such as the ones in Fig. 6.1(a) and (b), one has to 

perform additional integration over ky. This requires adaptive scheme (or very dense 

Appoint sampling in brute force schemes[188]) to converge the integrand because of the 

fact that STT can change fast in specific regions of the 2D Brillouin zone.
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Figure 6.2: Complex plane integration contour for the derivative of retarded Green 
function which shows the integration over energy can be performed over 
the imaginary axis where (unlike the real axis integration which suffers 
from singularities) the integrand depends smoothly on the integration 
variable.

6.4.1 A pplication to  Spin-Transfer Torque in M TJs

The MTJ in Fig. 6.1(a) is modeled by Hamiltonian in Eq. (5.6) where the I layer 

has thickness d\ =  5 monolayers and dp =  20 for both the fixed F' and free F layers. 

The potential barrier within the I layer is modeled using en =  6  eV within that layer. 

The Fermi energy of this device in equilibrium is set at Ep  =  3.1 eV. In such symmetric 

MTJs, whose ferromagnetic layers are of the same thickness and with the same mean- 

held exchange splitting A =  1.0 eV, the linear-response Tj_ oc Vb component of the 

STT vector is is identically zero. [42, 176, 177, 179]

This is confirmed in Fig. 6.3(a) using the proper gauge-invariant nonequilibrium 

density matrix in Eq. (6.18). On the other hand, using the improper gauge-noninvariant 

expression Eq. (6.9) for pneq gives non-zero value for Tj_ oc Vb

which changes with the way the voltage bias is chosen and gives zero for sym­

metric bias of (—V&/2 , V&/2 ).

. Since T y does not have non-zero expectation value in equilibrium, both the 

proper and improper expressions for pneq give the same result, where Fig. 6.3 reproduces
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Figure 6.3: Angular dependence of the in-plane and perpendicular components of 
STT vector in symmetric F '/ I /F  MTJs, illustrated in Fig. 6.1(a), com­
puted at zero temperature and for linear-response bias voltage Vj, using: 
(a) the proper gauge-invariant expression Eq. (6.18) for pneq; and (b) the 
improper gauge-noninvariant expression Eq. (6.9) for pneq.

the well-known oc sin 6 angular dependence.

6.4.2 A pplication to  Spin-Transfer Torque in Sem i-M TJs w ith Interfacial 

Rashba SOC

To account for the Rashba SOC at the I /F  interface in N /I /F  semi-MTJ in 

Fig. 6.1(b), we add the following term

£o,k|| ^  £o,k|| +  <x{<? x k||) ■ ex, (6.30)

to the on-site energy [see Eq. 5.6] of first monolayer 0 of the F layer which is coupled to 

the I layer. Here 7 so =  ot/2a quantifies the strength of the Rashba SOC, which we set 

at 7 so =  0.1 eV. The potential barrier within the I layer is modeled using en =  6  eV 

within that layer. The Fermi energy of this device in equilibrium is set at E F =  3.1 

eV.

The standard experiments to detect the presence of Rashba SOC at F /I  in­

terfaces of N /I/F  junctions involve measurement[63, 64, 93, 94, 95] of the so-called 

out-of-plane TAMR coefficient,[65, 30] TAMR(</>) =  [R(</>) — R(0)]/R(0). Here R(0) is
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F ig u re  6.4: Angular dependence of the in-plane and perpendicular components of 
STT vector in N /I/F  semi-MTJs, illustrated in Fig. 6.1(b), computed 
at zero temperature and for linear-response bias voltage Vj, using: (a) 
the proper gauge-invariant expression Eq. (6.18) for pneq; and (b) the 
improper gauge-noninvariant expression Eq. (6.9) for pneq.

the resistance of semi-MTJ when static magnetization of its F layer is parallel to the 

z-axis, as the direction of transport in Fig. 6.1, and R(4>) is the junction resistance 

when magnetization is rotated by an angle (j) with respect to the x-axis within the 

xz- plane.

Since the interfacial SOC is linear in momentum, TAMR vanishes at the first 

order in 7 3 0  after averaging over the Fermi sphere. However the ferromagnet contains 

local exchange field and a net transfer of angular momentum occurs at the second 

order, so that TAMR oc 7 g0 . This is also the origin of recently predicted[61, 62] 

unconventional TAMR-related STT in semi-MTJs in Fig. 6.1(b). Although semi-MTJs 

lack the conventional spin-polarizing F ' layer, whose magnetization m ' together with 

free magnetization m  define the plane with respect to which STT vector is decomposed, 

the usual torque components can be defined[61, 62] as

T  =  T y +  Tj_ =  T ||in  x (m x e^) +  rj_m x ex. (6.31)

Here the direction of transport (ex in Fig. 6.1) replaces m '.
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Since semi-MTJs in Fig. 6.1(b) are always structurally asymmetric, Tj_ oc V& 

torque component is necessarily non-zero. To get its correct value requires to prop­

erly remove the equilibrium contribution Tx(V& =  0 ), which is accomplished us­

ing the proper gauge-invariant pneq in Eq. (6.18) with the result being shown in 

Fig. 6.4(a). Comparing this with incorrectly computed Tj_, using gauge-noninvariant 

pneq in Eq. 6.9, shows an order of magnitude discrepancy which is over-estimated/under- 

estimated when a (V*, 0 ) /( 0 , Vj,) (where the first lead is conncted to the ferromagnet) 

bias is chosen.

Unlike the symmetric angular dependence of conventional STT in MTJs dis­

cussed in Sec. 6.4.1, both Tj_ and T y exhibit oc sin 29 angular dependence due to 

the existence of four stable magnetic states—two perpendicular to the I /F  interface 

(6 — 0,180°) and two parallel to that interface (6 — ±90°). The existence of both in­

plane and perpendicular torque components in Eq. (6.2) is analogous to conventional 

STT in MTJs discussed in Sec. 6.4.1, where Tj_ oc m x ex competes with the demagne­

tizing field and the perpendicular anisotropy while Ty oc m x (m x ex) competes with 

the damping. Thus, the unconventional TAMR-related STT can induce magnetization 

switching from out of plane to in plane and vice versa, as well as the current-driven 

magnetization precessions (for more details about predicted manifestations and its po­

tential applications see Refs. [61, 191, 62]).

6.4.3 A pplication to  Spin-Orbit Torques in Laterally Patterned H eterostruc­

tures w ith Strong Interfacial Rashba Coupling

The early experimental confirmation[192, 193] of the spin Hall effect in semi­

conductor devices with extrinsic (due to impurities) or intrinsic (due to band struc­

ture) SOC—where longitudinal unpolarized charge current generates transverse pure 

spin current or spin accumulation at the lateral edges—has ignited theoretical stud­

ies of spin accumulation around the device edges in the diffusive[194, 195, 196] and 

ballistic[171, 197, 198, 199, 200] transport regimes. Since the prediction of the Edel- 

stein effect, [54] there has been also a lot of interest to understand how nonequilbrium
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spin density emerges in the interior of diffusive 2 D systems with SOC within inversion 

asymmetric semiconductor heterostructures. [55, 194] Most of such calculations have 

been focused on 2DEGs or 2D hole gases (2DHGs) with the Rashba SOC (linear in 

momentum[171, 194, 196, 197, 198, 199, 200] in the case of 2DEGs, or cubic[195] in 

momentum in the case of 2DHGs) in different geometries where 2D system is attached 

to two or more electrodes. For analytical calculations, it is advantageous to make 

one[194, 198, 199, 200] or both[55] dimensions of 2D systems infinite. These studies 

have been typically conducted using either the Kubo formula[195, 55] or the NEGF 

formalism. [171, 197, 194]

The analogous problem arises in the case of SO torques in the laterally patterned 

N /F /I  heterostructures in Fig. 6.1(c), except that the effective mass Hamiltonian of 

2D system at the N /F  interface

H  =  ^  +  S (P x e J ' <?“ ¥ m < f ’ (6 3 2 )

has both the Rashba (second) and Zeeman (third) term. Here p  =  (px,py) is the 

momentum operator and A is the mean-held exchange splitting due to the magne­

tization of the F layer pointing along the unit m  vector. We recall that Hamilto­

nian in Eq. (6.32) (with an additional term for static impurity potential) is also often 

used to study fundamental aspects of the anomalous Hall effect in itinerant metallic 

ferromagnets. [92]

While a  in 2DEGs within typical semiconductor heterostructures is in the range 

0 .0 0 1  0 .1  eVA, it is estimated to reach[56] ~  1 eVA in laterally patterned Pt/Co/A lO ^ 

heterostructures in Fig. 6.1(c). The very recent transport experiments[48] have sug­

gested that Rashba SOC could be responsible for the observed magnetization switching 

in a single F layer embedded between two asymmetric interfaces. For example, such ef­

fect was observed in Pt/Co/AlOa, multilayers, but not in the inversion symmetric ones 

P t/C o /P t. The experiments reported in Refs. [48, 49] have also utilized heavy atoms 

and surface oxidation to create strong out-of-plane potential gradient in Pt/Co/A lO ^ 

junctions and enhance the interfacial Rashba SOC.
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When unpolarized current is injected into such 2DEG along the x-axis in Fig. 6.1(c), 

the ensuing nonequilibrium spin density can be obtained from

If the trace here is taken over the spin Hilbert space Hs,  one obtains the local spin 

density Sneq(r), while taking trace over the full Hilbert space Ho  ® "Hs (where Ho  is 

the orbital space) gives total spin f  dr Sneq(r) [or Sneq(r) in some discrete repre-

The knowledge of Sneq makes it possible to compute[56, 99, 181, 182] the SO 

torque per unit volume acting on the magnetization of the F layer, Tso =  A (m  x 

Sneq)/2. Since Edelstein effect produces transverse nonequilibrium spin density, it has 

been considered that Tso acts as an effective magnetic field that cannot excite self­

sustained magnetization precession because Tso does not compete with the damping. 

[56] Microscopically, SO torque transfers orbital momentum from the lattice to the 

spin system, unlike conventional STT which operates by transferring spin angular 

momentum between two non-collinear magnetic layers or domains.

Below we use m  =  ez as in the experiments. [48, 49, 56] The nonequilbrium spin 

density Sneq(r) has been computed for 2DEG wires [183] described by the Hamiltonian 

Eq. (6.32), but confined in the ^-direction and including scattering of static impurities 

to generate the diffusive transport regime. Here we choose to analyze ballistic 2DEG 

which offers simplicity in illustrating the application of Eq. (6.18). Our 2DEG is infinite 

in the transverse (the y-axis in Fig. 6.1) direction while being Lx — 100 sites long in the 

x-dircction of transport (which is the same two-terminal device geometry employed in 

Ref. [194]). Due to the periodicity in the ^/-direction, we perform additional integration 

over ky to obtain

The discretization[162] of Eq. (6.32) leads to a tight-binding like Hamiltonian

(6.33)

sentation].

(6.34)
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defined on the square lattice of sites n =  (nx,ny)

H  = ( £n ^  ~  • [ct]CT(T̂
\  z /

Cno1

+ 4 CTC ' W -  (6.35)
nnf(j<Tf

whose nearest-neighbor hopping parameters are non-trivial 2 x 2  Hermitian matrices 

t n'n =  ( tnn')^ in the spin space:

t nn' — <
- 7 l s -  i'jso&y (n =  n ' +  ex)

(6.36)
—7 l s +  i^/so^x (n =  n ' +  ey)

Here 7  =  1 eV is the orbital hopping, 7 3 0  =  a/2a  is SO hopping which we set at 

Tso =  0.1 eV, and we chose A =  0.6 eV for exchange splitting. The Fermi energy in 

this model is chosen close to the bottom of the band Ep — —3.5 eV in order to maintain 

the parabolic energy-momentum dispersion of the original effective mass Hamiltonian 

Eq. (6.32). While the on-site potential en can be used to introduce disorder, we set 

£n =  0 for our ballistic 2DEG.

In some of the prior studies of current-driven nonequilibrium spin density in 

2DEGs with the Rashba SOC, as described by Eq. (6.35) with A =  0, one can find 

naive attempts to derive a linear-response formula for Sneq(r) based on NEGFs. For 

example, Ref. [171] starts from the general expression Sneq(r) — ^  f  d E T rs [erG<(E’)], 

obtained by combining Eqs. (6.1) and (6.5), and then expands G <(E) to linear order 

in small bias voltage

G < (£) =  G <{E) ~  ie- Y ^ ^ l Gr(E ) ^  ~r * )G°] +  W 2). (6-37)y6=o  ̂ oE
to arrive at the following formula

Sneq(r) =  (Ef )(Tl -  r * )G a(£ F)]. (6.38)

This derivation assumes that the bias voltage is split using Vl =  —eV&/2 and Vr =  V,/2. 

However, this expression is not gauge-invariant since using Vl =  — V /2  and V r  =  0
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F ig u re  6.5: The current-driven nonequilibrium spin density Sneq(:r) in the ferro­
magnetic 2DEG with the Rashba SOC, described by the Hamiltonian 
Eq. (6.32) with 7 so =  0.1 eV and A =  0.6 eV, which is infinite in the 
^-direction and of finite-size in the transport ^-direction. This quantity 
is computed at zero temperature and for lineax-response bias voltage Vb 
using: (a) the proper gauge-invariant expression Eq. (6.18) for pneq; and 
(b) the improper gauge-noninvariant expression Eq. (6.9) for pneq.

(or, equivalently, shifting the potential everywhere by a constant —Vb/2) would give 

different expansion

G <(E) = G  <(£) -  ieVb^ y p - [ G r(E)TLG a] + <D(Vb2), (6.39)
Vb=0 ^

and different corresponding formula for Sneq(r).

While the usage of such gauge-noninvariant expressions [note that Eq. (6.39) 

is equivalent to employing Eq. (6.9)] does not affect previous results [162, 171, 197] 

obtained for the Rashba spin-split 2DEG in the absence of magnetization or external 

magnetic field, where equilibrium spin density is zero due to the fact that SOC alone 

does not break time-reversal invariance, it will lead to ambiguous results if applied to 

a 2D system described by the Hamiltonian Eq. (6.32). We illustrate this in Fig. 6.5, 

where the difference between the results computed using improper Eq. (6.9) and proper 

Eq. (6.18) expressions for pneq is less dramatic than in the case of Tj_ discussed in 

Secs. 6.4.1 and 6.4.2.

For comparison, we also plot Sneq(:r) in Fig. 6 .6  for the case A =  0. This system 

exhibits large transverse nonequilibrium spin density Syeq(x) ^  0 (while $£eq(a;) =
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F ig u re  6 .6 : The current-driven nonequilibrium spin density Sneq(rr) in 2DEG with the 
Rashba SOC, described by the Hamiltonian Eq. (6.32) with 7 3 0  =  0.1 eV 
and A =  0 eV, which is infinite in the y-direction and of finite-size in the 
transport ^-direction. This quantity is computed at zero temperature and 
for linear-response bias voltage Vb using: (a) the proper gauge-invariant 
expression Eq. (6.18) for pneq; and (b) the improper gauge-noninvariant 
expression Eq. (6.9) for pneq. The vertical lines mark interfaces between 
the 2DEG and semi-infinite normal metal leads without any SOC.

S'“eq(a:) =  0), similarly to the Edelstein effect studied in infinite homogeneous diffusive 

2DEGs.[54, 55] Introduction of non-zero magnetization into the Rashba Hamiltonian 

Eq. (6.32) leads to smaller S'“eq(x), while also generating non-zero S™eq(x) and S,“eq(x) 

with oscillatory spatial dependence in Fig. 6.5(a) which is made possible by the ballistic 

nature of transport between the contacts. Thus, Tso in laterally patterned N /F /I  

heterostructure with clean N /F  interface will be dominated by the field-like term along 

m  x ey direction since spatial integration of S^eq(x), which gives rise to (anti)damping 

torque component along m  x (m  x ey), yields only a small correction.

We note that recent experiments detecting current-driven magnetization switch­

ing in Pt/Co/AlO* heterostructures can be interpreted using two different mechanisms: 

(?) current-induced Sneq(r) at P t/C o  or Co/A10x interfaces due to the Rashba SOC 

present at those interfaces; [48, 49]; (ii) or spin Hall current generated within the P t 

layer which then flows perpendicularly through P t/C o  interface to induce STT on Co 

magnetization [50] [the latter case is equivalent to a conventional torque in MTJs stud­

ied in Sec. 6.4.1 arising from a polarizing layer that would be located below the Co layer 

with its magnetization along the y-axis and the current injection along the 2 -axis in



F|TI Interface

Figure 6.7: Schematic view of the topological-insulator-based vertical heterostructure 
operated by spin-transfer torque. The junction contains a single F layer 
of finite thickness with free magnetization m, and the N leads are semi­
infinite. We assume that each layer is composed of atomic monolayers 
(modeled on an infinite square tight-binding lattice).

Fig. 6.1(c)]. In principle, both torque mechanisms can be present and operate largely 

independent of each other. However, experimentally observed large sensitivity of torque 

on the thickness of Co layer is presently difficult to reconcile with predictions [57] based 

on either of these mechanisms computed for simplistic model Hamiltonians such as 

the one in Eq. (6.32). Thus, first-principles studies investigating how structural and 

electronic properties depend on the thickness of layers within such heterostructures are 

called for.

6.4.4 A pplication to  Spin-Orbit Torques in 3D Topological Insulator H et­

erostructures

In this section, we predict that heterostructure in Fig. 6.7 will exhibit an un­

conventional STT, driven both by the surface SOC and spin-polarizing effect of the 

bulk of TI slab on current flowing perpendicularly through it. Its unusual features 

depicted in Fig. 6 .8 (a) could also open new avenues in the design of STT-MRAM [67] 

and spin torque oscillators [6 6 ]. For example, in conventional collinearly magnetized 

STT-MRAM devices [41], the initial current-induced STT is zero so that one has to 

rely on thermal fluctuations or small misalignments of the layer magnetizations to ini­

tiate the switching. Such undesirable long mean switching times and broad switching 

time distributions can be avoided by adding a TI capping layer onto the standard
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F ig u re  6 .8 : (a) The angular dependence of torque components, T y =  T y m  x (m x ez) 
and Tj_ =  7j_m x ez, acting on the free magnetization m  within N /T I/F  
heterostructure in Fig. 6.7. (b) The torque components, T y =  Tym x 
(m  x m ') and Tj_ =  r_j_m x m ', acting on the free-layer magnetization 
m  =  (sin 9 cos </>, sin 6 sin <f>, cos 6) in conventional F '/I /F  symmetric MTJ 
where magnetization of the reference layer F ' is fixed at m ' =  ez. (c) 
The torque components in N /I /F  junction, defined in the same fashion 
as in panel (a), with the Rashba SOC of strength an/2a  =  0.1 eV located 
on the last monolayer of F which is in contact with I barrier, (d) The 
angular dependence of conductances for N /T I/ F, F '/ I /F  and N /I/F  
junctions. The bias voltage V& in all panels is sufficiently small to ensure 
the linear-response regime.

F /I /F ' magnetic tunnel junction (MTJ), to form a T I /F /I /F ' vertical heterostructure, 

where TI layer will initiate fast switching of the F layer magnetization in accord with 

Fig. 6 .8 (a).

To understand the origin of torque components in Fig. 6 .8 (a), we first elucidate 

the effect of TI slab on unpolarized charge current injected from the left N lead by 

computing the spin polarization of outgoing current in the right normal metal (N) 

lead of N /T I/N  junction with an unpolarized input current. The expression for the 

spin-polarization vector P out =  P outnTI x ex, was derived as Eq. (3.4) in terms of the 

spin and charge current in the system. Its evaluation for N /T I/N  junction is plotted 

in Fig. 6.9, which shows how TI slab polarizes the incoming current in the direction 

perpendicular to both of the transport and normal to the QLs of the 3DTI. The polar­

izing effect of the TI slab comes from the effective momentum-dependent magnetic field 

encoded by the Tj terms in the TI Hamiltonian in Eq. (5.3). This requires sufficient
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F ig u re  6.9: The spin-polarization vector P out =  P outn TJ x  ex of current [4] in the 
right N lead of N|TI|N junction as a function of the thickness d^i of the 
3D TI layer with n TI = ey, after unpolarized charge current is injected 
from the left N lead.

thickness of the TI slab, as well as that the Fermi energy of the device Ep  is within 

the bulk gap of TI. The spin-polarization of charge current induced by its flow through 

a finite-size region with SOC has been discussed previously for low-dimensional sys­

tems (such as the two-dimensional electron gas with the Rashba SOC [201]). Due to 

constraints imposed by the time-reversal invariance, such SOC-induced polarization 

cannot [2 0 1 ] be detected via current or voltage measurement on standard two-terminal 

ferromagnetic circuits, as exemplified by Fig. 6 .8 (d) where conductance of N /T I/F  

junction is the same for m  || ez and m  ez configurations.

Following this analysis, the meaning of torque components in Fig. 6 .8 (a) for 

N /T I/F  junction is explained by

T  =  Ty +  T_i_ =  Tym  x  ( m  x  ez) +  rj_m  x  ez . (6.40)

The non-zero values of both T y and Tj_ in N /T I/F  junction make this SOC-driven STT 

quite different from recently explored “SO torques” [56, 99] which lack anti-damping 

(i.e., equivalent to our T y ) component and, therefore, cannot induce precession of 

magnetization in the single F layer. We note that the same definition of torque com­

ponents is applicable [61] also to N /I /F  vertical heterostructures with strong Rashba 

SOC, aji(a x  ky) ■ ez , at the I /F  interface [56, 48] even though current does not be­

come polarized along ez there. The torque components for N /I /F  junction plotted in 

Fig. 6 .8 (c) are driven purely by the surface Rashba SOC, which is the second order
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effect oc a 2R characterized by torque asymmetry [61] around the stable magnetic state 

9 =  90°. On the other hand, Ty and Tj_ in Fig. 6 .8 (a) are non-zero at 9 =  90° in 

N /T I/F  junctions due to the summation of an asymmetric contribution driven by the 

strong SOC on the surface of TI layer and a symmetric one [akin to conventional torque 

in MTJs shown in Fig. 6 .8 (b)] driven by spin-polarization [Fig. 6.9] of current flowing 

through the bulk of the TI layer.

Figures 6 .8 (a),(b) show that linear-response Ty in N /T I/F  junctions is compa­

rable to the one in symmetric F '/ I /F  MTJs tuned (via the on-site potential in the I 

layer) to have similar conductance, which points to unforeseen [17] spintronics applica­

tions of TIs. The angular dependence of conductances for N /T I/F , N /I/F , and F '/I /F  

junctions are compared in Fig. 6 .8 (d).

We now turn to details of our formalism. The junction in Fig. 6.7 is modeled 

on a cubic lattice, with lattice constant a and unit area a2 =  □, where monolayers of 

different materials (N, F, TI) are infinite in the transverse rry-direction. The TI layer 

has thickness d n  =  5 and the free F layer has thickness dp =  70 monolayers. The F 

and N layers are described by a tight-binding Hamiltonian presented in Eq. (5.6). In 

the numerical calculations we consider exchange potential A n =  1.0 eV. The hopping 

7 C =  0.25 eV between F or N monolayers and the TI monolayer is chosen to ensure 

that the Dirac cone on the surface of TI is not distorted [75, 145] by the penetration of 

evanescent modes from these neighboring metallic layers. The weak F to TI coupling 

can be achieved by growing an ultrathin layer of a conventional band insulator, such 

as In2Se3 with large bandgap and good chemical and structural compatibility with 

Bi2Se3 where sharp heterointerfaces have already been demonstrated by molecular- 

beam epitaxy growth [146]. We assume that such layer is present and suppresses the 

magnetic proximity effect so that An =  0 on the TI monolayer (denoted as F /T I 

interface in Fig. 6.7) that is closest to the F layer.

The early phenomenological modeling [173] of STT in noncollinear ferromagnetic 

multilayers was succeeded by more microscopic theories [40, 189, 169, 188, 177, 176], 

often in combination with first-principles input about real materials [40, 189, 169, 188].
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These theories have been focused on devices without SOC where STT is directly con­

nected to the divergence of spin current as a consequence of the conservation of total 

spin. Thus, STT vector can be obtained simply from the local spin current at the 

N /F  or I /F  interface within F '/N /F  spin valves or F '/ I /F  magnetic tunnel junctions 

(MTJs). Such local spin currents are typically computed using the Landauer-Biitikker 

scattering approach [40, 188] or the NEGF formalism [189, 169, 177]. However, these 

methodologies are inapplicable to junctions with SOC within the free F layer, which 

has recently ignited search for efficient algorithms [169, 96, 98] that can compute STT 

in the presence of spin non-conserving interactions. The SOC can be introduced into 

the device by either bulk ferromagnets (as in F layers based on ferromagnetic semi­

conductors [56, 96, 98]) or due to the Rashba SOC at the I /F  interface in devices with 

structural inversion asymmetry [56].

The application of Eq. (6.26) to get Ta (a =  x, y, z) component of the STT vector 

acting on the magnetization of the free F layer within N /T I/F  junction proceeds by 

first computing G r(E) for the device described by the Hamiltonian H  =  H Ti +  H F . 

In the second step, the Hamiltonian of the F layer is modified

H qF = HF + q cL,k||[e« - ( m x a ) ] ^ w ik||, (6.41)
n 1tra,f, k  ||

and G r(E)[Hq\ is computed for the new Hamiltonian H q = H^i + Hp. This yields 

d G r/dq  ~  (G r[H9\ — G r[H])/q where we use q =  10- 7  as the infinitesimal. The deriva­

tive d G r/dq  plugged into Eq. (6.26) yields Q = Ta.

6.5 Summ ary o f Chapter

In conclusion, within the framework of nonequilibrium Green functions, we show 

how to construct the proper gauge-invariant (i.e., independent of the reference level for 

electric potential) density matrix in steady-state nonequilibrium for an active region 

attached to two macroscopic reservoirs whose small electrochemical potential differ­

ence drives linear-response dc current in the absence of inelastic processes in the active
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region. Our central expression in this chapter—Eq. (6.18) at zero temperature or 

Eq. (6.17) at non-zero temperature—contains three terms. One of those terms yields 

the usual two-terminal Landauer-type conductance formula when computing expec­

tation value for the total charge current in the electrodes, which is always a purely 

nonequilibrium quantity. The two additional terms ensure that any non-zero equilib­

rium expectation value of a physical quantity is properly removed from the formalism 

in gauge invariant fashion.

We illustrate the usage of the proper nonequilibrium density matrix by com­

puting the field-like, which is non-zero even in equilibrium, and (anti)damping compo­

nents of the conventional torque in F '/ I /F  MTJs or unconventional torque in N /I/F  

semi-MTJs with strong Rashba SOC at the I /F  interface. The third application eval­

uates current-driven nonequilibrium spin density in the ferromagnetic Rashba model, 

which yields the SO torque as one of the possible mechanisms behind mangetization 

switching of a single F layer recently observed[48, 49, 50] in laterally patterned N /F /I  

heterostructures with in-plane injected charge current. We compare these results with 

those obtained using the gauge-noninvariant expressions for the nonequilibrium density 

matrix found in spintronics literature to show how they lead to incorrect prediction 

for the current-driven field-like torque or nonequilibrium spin density due to improper 

removal of the corresponding equilibrium expectation values.

Furthermore we note that although STT we predict in N /T I/F  junctions does 

not require F' layer with fixed magnetization as polarizer, its measurement necessitates 

usage of the second reference F ' layer in order to detect magnetization switching or 

precession in the free F layer. Nevertheless, the experimental setups we propose for this 

purpose, consisting of M TJ capped with TI layer to form T I /F /I /F  ' stacking, require 

much lesser total number of layers than recently fabricated orthogonal ST-MRAM [67] 

or ST oscillators [6 6 ] (containing F" polarizer whose fixed magnetization must be kept 

perpendicular to in-plane magnetized F and F' layers).
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Chapter 7

ELEC TR O N -M A G N O N  IN TER A C TIO N  EFFECTS ON ELECTRONIC
TR A N SPO R T IN  M TJS

7.1 M otivation

Magnetic tunnel junctions (MTJ) axe layered heterostructures in which an in­

sulating tunnel barrier (I) separates two ferromagnetic layers (F). They have been the 

subject of vigorous research in both fundamental and applied physics since they ex­

hibit effects like tunneling magneto-resistance (TMR) [202] and spin-transfer torque 

(STT), [27, 12] as well as quantum size effects in electron transport (even at room 

temperature) when normal metal (N) layer is inserted. [203] From the fundamental 

viewpoint, these effects represent examples of nonequilibrium quantum many-body 

systems with an interplay of fast conduction electrons carrying spin current and slow 

collective magnetization, while from the viewpoint of applications they play an essen­

tial role in developing magnetic sensors, random access memory, novel programmable 

logic devices, resonant-tunneling spin transistors and nanoscale microwave oscillators 

with ultrawide operating frequency ranges. [41]

A majority of theoretical studies of TMR or STT effects has assumed phase- 

coherent tunneling of non-interacting quasiparticles. For example, such approaches [44, 

204] have led to a remarkable prediction of very large TMR ratio ~  4000% at zero 

bias voltage for clean epitaxial MgO-based MTJs. The TMR ratio is defined by 

TMR =  ( R a p  — Rp)/-Rp, where R p  is the resistance for parallel orientations of two 

magnetizations in F /I /F  M TJ and Rap is the resistance when they are antiparal­

lel. These predictions have ignited large experimental efforts that have eventually 

reached TMR ratios of more than 1000% at low temperatures and ~  600% at room
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temperature for well-oriented MgO barriers with stress relaxation. [205] The phase- 

coherent calculations—such as numerical ones based on the nonequilibrium Green 

function (NEGF) formalism [147] combined with simplistic tight-binding Hamiltoni­

ans [178, 206] or first-principles obtained Hamiltonians; [179] as well as analytical 

ones [176] based on the scattering approach—have been able to capture the depen­

dence of a j  and bj on the bias voltages V& < 0.2 V in MgO-based MTJs. [207] How­

ever, such theories [178, 206, 176] including only elastic electron tunneling start to 

deviate from experimental findings at higher bias voltages, which is particularly pro­

nounced [208, 209, 42] for bj (playing a significant role during magnetization switching 

at Vb — 1.0 V).

The inelastic electron-magnon (e-m) or electron-phonon (e-ph) scattering could 

account for these discrepancies. [208, 209] In particular, since magnon bandwidth is 

usually of the order of ~  100 meV, at high bias voltages multiple magnon scatter­

ing events can be excited. [210] Also, energy dependence of the magnon density of 

states (DOS) probed [210] at finite bias voltage is intimately linked to the evolution of 

the magnetization during current-driven switching when going beyond the macrospin 

approximation. [2 1 1 , 2 1 2 ]

In fact, even at small bias voltage thermally excited magnons affect TMR (e.g., 

emission or absorption of magnon at F /I  interface reduces the effective spin polarization 

of electrons incoming from F leads in Fig. 7.1), so that TMR decreases with increasing 

temperature. [213, 214] Although thermally induced change of the resistance is different 

for AlOa,- and MgO-based MTJs, their inelastic tunneling spectra [215] (IETS) shows 

very similar properties. That is, plotting the second derivative d2I  jd V 2 of current vs. 

bias voltage in MTJs reveals zero bias anomaly (ZBA) where peaks (see, e.g., Fig. 2 in 

Ref. [213]) of opposite sign appear at Vb — ±10 mV and are related to magnons. Also, 

additional phonon peaks are found [213] at V& ~  ±81 mV for the MgO-based MTJs or 

at Vb — ±120 mV for AlO^-based MTJs.

Theoretical efforts to capture e-m inelastic scattering effects on TMR, ZBA 

and STT have thus far utilized simplified frameworks [216, 217] which cannot deal
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J=0

l*L

T

Active Regionx

F ig u re  7.1: Schematic view of a quasi-ID model of F /I /F  MTJ where the left semi­
infinite ideal F lead, modeled as spin-split tight-binding lattice of size 
oo x Ny, is attached via hopping 7  to an active region consisting of 
N x x N y lattice sites (we use N x = 3 and Ny =  1 or Ny = 3 in the 
calculations below). The right semi-infinite lead is attached to the active 
region via smaller hopping 77  =  O.I7  that simulates the tunnel barrier I. 
The same sites also host localized spins which are coupled to each other 
via the ferromagnetic coupling J  > 0 in the Heisenberg model. The 
local coupling between the spin of conduction electrons and localized 
spin on each site is of strength g. The left and right semi-infinite leads 
are assumed to terminate into macroscopic Fermi liquid reservoirs held 
at electrochemical potentials Hl and //#, respectively, whose difference 
sets the bias voltage el4  = — Hr - The voltage profile across MTJ is
shown on the top. The left F layer is assumed to be attached at infinity 
to a macroscopic reservoir of magnons held at temperature T.
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with multiple scattering events, backaction of magnons driven far from equilibrium 

and energy dependence of magnonic DOS. Such effects can be taken systematically 

and rigorously into account at arbitrary temperature or bias voltage by using the 

NEGF formalism coupled with perturbation expansion of electron or magnon self­

energies in the presence of their mutual interaction in terms of the respective Feynman 

diagrams. [147] In equilibrium problems, like that of magnetic polaron, electronic self­

energy has been constructed by considering large set of diagrams involving an arbitrary 

number of e-m scattering vertices between the emission and absorption vertices. [218] 

However, using the same diagrams within the NEGF framework would violate charge 

conservation, yielding different charge currents in the left and right lead of a two- 

terminal device at finite bias voltage.

One of the conserving approximations is the so-called self-consistent Born ap­

proximation (SCBA) where one considers Hartree and Fock diagrams for the electronic 

self-energy which corresponds to perturbation in the order 0 (g 2) where g is the strength 

of e-m interaction. Evaluation of these diagrams for a systems defined on the lattice 

hosting orbitals in real space is computationally very demanding due to the fact that 

GF lines in the diagrams of nonequilibrium many-body perturbation theory (MBPT) 

are fully interacting (or dressed), so that self-energy matrix becomes a functional of 

the GF matrix. This generates a coupled system of nonlinear integral equations which 

has to be solved by performing multiple integrations over each matrix element until 

the self-consistency is achieved. Such route has been undertaken in only a handful of 

studies where further simplifications (such as using dispersionless magnons, = u?o) 

were utilized. [219]

Here we discuss in Sec. 7.3 how to construct the electronic self-energy and GF 

within SCBA, together with the magnonic self-energy within the electron-hole (e-h) 

polarization bubble approximation which takes into account influence of electrons on 

magnons while inserting the dressed magnonic GF into SCBA diagrams. Thus, consid­

eration of such diagrams is akin to the self-consistent GW treatment of the one-particle 

electronic self-energy due to electron-electron interaction out of equilibrium. [220] Our

137



approach treats these quantities as matrices [221] in the Keldysh space, rather than 

following the commonly used route based on Langreth rules to manipulate expressions 

involving products of their submatrices. [147] This formalism is then applied to a many- 

body Hamiltonian, introduced in Sec. 7.2, of an interacting e-m system defined on the 

real-space lattice describing MTJ that is brought out of equilibrium by the applied 

finite bias voltage. Despite using a quasi-one-dimensional (quasi-ID) model for MTJ 

illustrated in Fig. 7.1, where e-m interaction is treated diagrammatically only within 

few lattice sites (denoted as “active region” in Fig. 7.1) of the left F layers, charge cur­

rent versus bias voltage and its second derivative obtained in Sec. 7.4 capture essential 

features of ZBA observed in realistic junctions. The sum of spin currents carried by 

electrons in the non-interacting F leads attached to this active region is non-zero which, 

therefore, allows us to quantify in Sec. 7.4 the amount of lost angular momentum of 

electronic subsystem that is carried away by magnonic spin current. We conclude in 

Sec. 7.5.

7.2 Ham iltonian for Coupled Electron-M agnon System  w ithin M TJ

To make the discussion transparent, we focus on the particular example of e-m 

interacting many-body system out of equilibrium which emerges within the quasi-ID 

model of a two-terminal F /I /F  MTJ depicted in Fig. 7.1. This can be described by 

the following Hamiltonian

H  =  ^  ] f s i  +  ~ ^ m z \?z\crcT J cj^C icr
i t j  Z  (Ter

+  ^ \ A a  +  H.C.) (7.1)

-  \  E  J »A ■ 3  -\ E *  + « E  A  t
(ij) i 3

The first term in Eq. (7.1) accounts for the on-site potential due to the voltage profile 

shown in Fig. 7.1, as well as for the coupling of itinerant electrons to collective mag­

netization described by the material-dependent exchange potential A =  0.75 eV. We 

use the standard notation a — (crx, ay, az) for the vector of the Pauli matrices, where
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[o'x,y,z]i7<T/ axe their matrix elements. Here m'z =  1 or ro* =  —1 depending on whether 

the magnetization of the left or right F layer is parallel or antiparallel to the z-axis, re­

spectively. The second term in Eq. (7.1) describes hopping of electrons between single 

s-orbitals located on the tight-binding lattice sites, where cja (cif7) creates (annihilates) 

electron on site i in spin state a I  and 7 ^ is the nearest-neighbor hopping param­

eter. We set 7 ij =  7  =  1 eV for all pairs of lattice sites, except for the last row of sites 

of the left F layer and the first row of sites of the right F layer where 7 ^ =  7 /  =  0.1 eV 

(in the case of Nx x  Ny = 3 x  1 active region in Fig. 7.1) or 7 ^ =  77  =  0.3 eV (in the 

case of Nx x  Ny = 3 x  3 active region in Fig. 7.1) simulates the presence of the t unnel 

barrier I.

The third term is the Heisenberg model [222] describing interaction between spin 

operators Si and Sj localized on the nearest-neighbor sites of the same tight-binding 

lattice, where ferromagnetic coupling is set as Jij = J  =  1 x 10- 3  eV, except for the I 

region where = Jj = 0. The fourth term with E z  =  2 x 10- 3  eV is introduced to 

select energetically favorable direction (i.e., an easy-axis) for the spontaneous magne­

tization in the ferromagnetic layers along the 2;-axis. Finally, the fifth term describes 

interaction of the spin operator (Sj)a(r> =  ^aaa/c'-aCjai of conduction electrons with the 

localized spin operators Sj, where the coupling constant is set as g = 0.045 eV.

The active region of MTJ in Fig. 7.1, within which NEGFs and self-energies due 

to e-m interaction are computed, consists of Nx x  Ny sites enclosed in Fig. 7.1. The 

rest of the tight-binding sites belong to the left and right semi-infinite leads (taken 

into account through lead self-energies discussed in Sec. 7.3). The leads are assumed 

to terminate at infinity into macroscopic Fermi liquid reservoirs held at electrochem­

ical potentials fip =  Ep  +  &Vl and Hr =  Ep  +  eV^ (the Fermi energy is chosen as 

Ep  =  0.5 eV for Nx x  Ny =  3 x  1 active region and Ep = 2.65 eV for Nx x  Ny =  3 x  3 

active region), whose difference sets the bias voltage eV& =  h l  — Hr- Concurrently, the 

left F layer is assumed to be attached at infinity to a macroscopic reservoir of magnons 

held at temperature T.
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Using the approximate version of the Holstein-Primakoff transformations [222]

S+ «  y/2Sb\, (7.2a)

S f  pa V2Sbh (7.2b)

S t  = b]bi -  mtzS, (7.2c)

we can replace the spin operators by bosonic operators. The approximation in Eq. (7.2) 

is a valid when the occupation number of bosonic states at temperature T  is low,

(b\bi) <  S, where we select S  = 10. This is equivalent to saying that the left or right 

F layer is near its ferromagnetic ground state where {Sf) = S  on all lattice sites within 

both the left and right F layers for the parallel (P) configuration of magnetizations in 

MTJ, or (St) = S  within the left F layer and (S'?) =  — S within the right F layer for 

antiparallel (AP) configuration of magnetizations in MTJ.

This replacement allows us to rewrite the Hamiltonian in Eq. (7.1) as H  =  He +  Hm + He-m, 

where all three terms are now given in the second quantization

He = ^ 2  ( £i + ]- (gS + A) m lzaz ) f i t ^
V Z J ™

+  Y 2  +  H.c.), (7.3a)

Hm = - s y , j M
(*J)

+ S(E z  + 2zJ)22b}bi,  (7.3b)
i

He- m =  y J ^ Y ^ g i b l c ^  + bi^Cii),
i

T ”  ^ 2  dWzlaa^ibiCiaCia. (7.3c)
ia

Here 2z  is the number of nearest neighbor sites. The many-body interaction is encoded 

by He- m in Eq. (7.3c), which is assumed to be non-zero only in the active device region

in Fig. 7.1. Its first term has a clear physical interpretation—the spin of a conduction

electron is flipped when magnon is absorbed or emitted. Since its second term (in the 

lowest order, its role is to renormalize the effective Zeeman splitting for electrons) is
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much smaller than the first term due to assumed (b\bi} <C S', we ignore it in subsequent 

discussion.

In the rest of the system depicted in Fig. 7.1, electrons and magnons are assumed 

to behave as non-interacting quasiparticles. For example, in the case of Nx x Ny =  3 x 1 

active region, the left and right semi-infinite F leads are ID chains whose electrons in 

equilibrium (e* =  0) are described by He in Eq. (7.3a) generating dispersion = 

—2,ycos(ka) ±  (gS + A )/2 which is spin split both by the mean-field treatment of 

Sj • Sj interaction term and A. The left semi-infinite lead [223] for the magnonic 

subsystem is described by Hm in Eq. (7.3b), where non-interacting magnons have 

dispersion u>k =  2JS[1 — cos(/ca)] +  EZS.

7.3 Nonequilibrium  Diagram m atics for Electron-M agnon Interacting Sys­

tem

7.3.1 Com pact A nalytical Expressions in th e K eldysh Space

In Sec. 2.4 we showed that the NEGF formalism [147] operates with two central 

one-particle quantities— the retarded GF (Gr for fermions or B r for bosons), describing 

the density of available quantum states; and the lesser GF (G < for fermions or B < for 

bosons), describing how quasiparticles occupy those states. One can also use two addi­

tional GFs, advanced [G“ =  (Gr)t for fermions or B “ =  (Br)l for bosons] and greater 

(G> for fermions or B > for bosons), describing the properties of the corresponding 

empty states. These four GFs, which generally depend on two time arguments (i, £'), 

are connected by the fundamental relation

A> — A< = A r — A “, (7.4)

for electronic (A =  G) or bosonic (A =  B) GFs. Keldysh-space matrix GF for fermions 

is defined by



and for bosons it is defined by

6  =  /  B< +  B- B> \  =  _ .  /  +  f l t - f M , )  (b ib \ , )

\  B< B > - B r y \  ( b l k )  6 t > - t { h b \ , )  +  e t - t' {b l ,b1)
(7.6)

Here 1 =  (t , i , a ) and 1' =  cr'); 9X is the Heaviside step function (9X =  1 for

x > 0 and 9X =  0 for x  < 0); and (■ ■ ■) =  TV[7c • • • Po]/Tr[p0] is the nonequilibrium 

expectation value [147] with 7c being the contour ordering operator and the initial 

density matrix of the system p0 is usually taken at — oo for the steady-state formulations 

within the NEGF.

In stationary problems GFs depend only on the time difference t — t', so that 

they can be Fourier transformed to energy E  or frequency u. Using Hamiltonian in 

Eq. (7.3) and performing such Fourier transform leads to the following Keldysh-space 

Dyson equation for electrons

^  =  T (E -  H e) r z -  S e- m(F) -  S leads(E )T ’ (?'7)

or magnons

B (w )  =  t z - ---------------- --------------^ ^  ~ r ^ r Z  ■ ( 7 - 8 )
( u  -  Hm)rz -  n m_e(o;) -  fiieads( )̂

This approach allows for compact notation by avoiding the widespread route [147] 

where one starts from the Dyson equation for the contour-ordered GF containing con­

volution integrals on the two-branch Keldysh-Schwinger contour, and then applies the 

so-called Langreth rules [147] to find the lengthy expressions involving the lesser and 

retarded GFs with two time arguments located on the single real-time axis (or their 

Fourier transforms). The Dyson equation for the Keldysh-space matrix GFs in energy, 

like Eqs. (7.7) and (7.8), is rarely used in the literature due to redundancy expressed 

by Eq. (7.4). For example, such equation can be found in the NEGF-based calcula­

tions of the full counting statistics [224, 225, 226] where the presence of the counting 

field results in the nonunitary evolution on the Keldysh-Schwinger contour, thereby 

requiring to work with all four submatrices in Eqs. (7.5) or (7.6) because the relation 

like Eq. (7.4) is not valid anymore. Nevertheless, even when Eq. (7.4) holds, it can
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be advantageous to work directly with the matrices in the Keldysh space—this greatly 

simplifies writing the analytical expressions that the Feynman diagrams of nonequilib­

rium MBPT represent and, moreover, it makes possible to derive expressions for the 

perturbation expansion of more complicated quantities like the current noise obtained 

from the two-particle nonequilibrium correlation function.

The self-energies due to many-body interaction, S e_m(i?) for electron and f2m_e(o;) 

for magnon, can be simply added to the self-energies introduced by the attached semi­

infinite leads, Xlieads for electron and S7ieads(w) for magnons, respectively. This is due 

to the fact that e-m interaction is assumed to be localized within the active region 

in Fig. 7.1, so that the leads do not involve many-body interactions. Thus, the self­

energies of the leads for the junction in Fig. 7.1

*  v -  /  ( i - U K  + U K  (i -  u ( K  -  s y  \
Pleads =  / ,  \

V  - U K  -  K)  - f a K  -  ( !  -  U K  )

n l8ad» = V  (  (1 + n“)n “ ”  (1 + "° )(n“ ”  1 (7.io)
\  n jn i  -  n y  -  (i + j

are single-particle quantities which can always be computed in an exact fashion, 

either analytically [227] for simple models like Eqs. (7.3a) and (7.3b) or numerically for 

more complicated lead Hamiltonians. [228] The effect of the bias voltage is introduced 

by a rigid shift in energy, HTLR(E, Vb) = TVL R{E ^ e V b /2,0). The Fermi function of the 

macroscopic reservoir to which lead a  is attached is denoted by f a(E) — f ( E  — eVa).

The Bose-Einstein distribution function of the macroscopic reservoir of magnons to

which the left F layer is attached is denoted by na(ui).

The one-particle self-energies due to e-m interaction, S e-m and magnon f2m_e, 

are formally obtained by summing all irreducible diagrams, i.e., those diagrams that 

cannot be taken apart by cutting a single line. The self-energies are actually functionals 

of the respective electronic or magnonic GF, so that they have to be approximated in

143



(a)

Hartree
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Fock

=  r\s$ ? \s\j - |-

Polarization

Figure 7.2: Diagrammatic representation of the Dyson equation in the Keldysh space:
(a) the electron case, G =  Go +  GoEe_mG, in Eq. (7.7); and (b) the 
magnon case, B =  B 0 +  B 0f2m-eB, in Eq. (7.8). The perturbation 
expansion for the electronic self-energy S e-m in (a) retains Hartree and 
Fock diagrams, while the expansion in (b) for the magnonic self-energy 
f2m_e retains e-h polarization bubble diagram. The single straight line 
denotes the non-interacting electronic GF, Go [which includes the self­
energies due to the leads in Eq. (7.9)]; the single wavy line denotes the 
non-interacting magnonic GF, B 0 [which includes the self-energy due to 
the left lead in Eq. (7.10)]; double straight line denotes the interacting 
electronic GF, G; and double wavy line denotes the interacting magnonic 
GF, B. The solid circles denote vertices that are integrated out. The 
electron spin is flipped at each vertex, which is illustrated by spin-t 
(before the vertex) being flipped into spin-4, (after the vertex), while 
a magnon is being created. The same process applies to flipping of spin- 
4, to spin-t, where the direction of magnon propagation (indicated by 
arrow on the wavy lines) is reversed. Note that the Hartree diagram in 
panel (a) contains a single (rather than double) wavy line in order to 
avoid double counting.
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practical calculations. Diagrammatic techniques provide a natural scheme for generat­

ing approximate self-energies, as well as for systematically improving these approxima­

tions. While there are no general prescriptions on how to select the relevant diagrams, 

this process can be guided by physical intuition. In addition, unlike equilibrium [218] 

MBPT, the diagrams selected in nonequilibrium [147] MBPT must generate GFs that 

yield expectation value for charge current which is conserved. For example, the final 

current in the left and right leads of the device in Fig. 7.1 must be the same in any 

chosen approximation for the self-energies.

Here we select one of the conserving approximations, [147] where the Feynman 

diagrams retained for the electron or magnon self-energies are displayed in Figs. 7.2(a) 

and 7.2(b), respectively. The diagrams in Figs. 7.2(a) are equivalent to the so-called 

self-consistent Born approximation (SCBA) for the electronic self-energy considered 

in problems like e-ph interacting systems. [229, 230, 231, 232, 233, 234, 235, 236, 237] 

However, in the case of e-m interaction, one has to introduce additional bookkeeping in 

such diagrams to account for flipping of electron spin together with magnon emission or 

absorption, as illustrated in Fig. 7.2. The Keldysh-space expression for the electronic 

self-energy read from the Fock diagram in Fig. 7.2(a) is given by

Finding the proper expression for the Hartree diagram in Fig. 7.2(a) in the 

Keldysh space requires extra care [238] because t  and t' for the inner electronic GF along

(7.11b)

(7.11a)

Here m  and n  are matrix indices which include the Keldysh space and real (i.e., orbital) 

space, so that ^(E) selects a submatrix of E F.

the loop are equal, so that Qt-t> in Eq. (7.5) gives 1 or 0 depending on whether t —t! —»• 0+

(  G <(t,t) 0 \
or t — t' —>■ 0 , respectively. Therefore, G (t, t' —> t + 0+) =  I I in
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terms of which we obtain the following expressions

2 L , n  = =^ S 2S J 2  /  =  0 ) t^ C W ,E ) ,  (7.12a)
P

=  =^ - g 2S Y ,  J  d E \B  =  0 ) r^ G  (7.12b)
P

Note that the off-diagonal (i.e., lesser and greater) components of S®_e vanish, and 

the remaining retarded component on the diagonal is energy independent.

Although 1te_m(E) =  1bH + t F(E) in SCBA, we retain only the Fock term in 

the actual calculations below. We note that in SCBA for e-ph interacting systems, 

is often neglected [232, 236] due to being small and, therefore, having little effect 

on the final current (this becomes unwarranted for larger e-ph interaction strengths 

where SCBA breaks down [236]). For the e-m interacting systems, the situation is 

much more complex because direct evaluation of Eq. (7.12) leads to numerical instabil­

ities. This stems from the fact that our M TJ is invariant with respect to the rotation 

around the z-axis (see Fig. 7.1), so that spin-flip rate which appears in Eq. (7.12) can 

acquire arbitrary phase thereby requiring to consider full double time dependence of 

. We relegate this to future studies, while here we retain S e_m(E) =  S F (E) which 

is termed [236] Fock-only SCBA (F-SCBA).

In the case of e-ph many-body systems driven far from equilibrium, phonon 

heating due to propagating electrons has been considered either phenomenologically 

using a rate equation for the phonon occupation, [231, 232, 239] or microscopically 

by using phonon GF with interacting self-energy truncated to the e-h polarization 

bubble diagram. [229, 230, 233, 234, 235, 225, 226] It is worth mentioning that the two 

approaches yield virtually identical results for time-averaged current in the limit of weak 

e-ph coupling, but they start differing significantly in the case of the current noise due 

to the feedback of the phonon dynamics on the statistics of the transm itted electrons 

which cannot be captured by the phenomenological rate equation approach. [226] Since 

magnon bandwidth (~  100 meV) is relatively small, [210] they can be easily driven 

into far from equilibrium state by charge current at finite bias voltage. For the purpose
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of describing such state, we retain in Fig. 7.2(b) the e-h polarization bubble diagram 

for the magnonic self-energy whose analytical expression is given by

ftSSK") =  - | s 2S J  dE G  a). (7.13)

Thus, the dressed magnonic GF which includes this self-energy through Eq. (7.8) will 

be inserted into the electronic self-energy diagrams in Fig. 7.2(a), thereby generating 

an infinite resummation of diagrams until the mutual self-consistency is achieved. Note 

that this is analogous to the self-consistent GW treatment of the one-particle electronic 

self-energy due to electron-electron interaction out of equilibrium. [220]

7.3.2 N um erical Im plem entation in K eldysh Space

Equations (7.7), (7.8), (7.11) and (7.13) form a system of coupled nonlinear 

integral equations that has to be solved iteratively until the convergence criterion is 

met. We use expectation value of charge current (see Sec. 7.4) to define one such 

criterion, Yha=L r  |/"cw—/° ld| < 5. Here 7°ld is charge current in lead a  at the beginning 

of an iteration, / “ew denotes charge current at the end of the same iteration and we 

select S =  10-6 .

The Keldysh-space electronic GF and self-energies in these coupled equations 

are matrices of the size Naites x 2spin x 2Keidysh (if ̂ orb > 1 orbitals are used per site then 

lVSites >-->■ Nsites x 7iorb), while the magnonic GF and self-energies are matrices of the size 

7VSites x 2Keidysh- The most time-consuming part of solving the coupled equations is the 

integration in Eq. (7.11) for 1hF(E), which can be viewed as the convolution
OO

C(z) -  A ( z )  * B (jc) =  J d y  A (x  -  y) o B ( y ) ,  (7.14)
—OO

where [A  o B ] mn =  [A ]mn[B ]mn is the elementwise product of matrices. The fact 

that matrix elements of the retarded and advanced components of GFs in Eqs. (7.7) 

and (7.8) are nonzero in the whole range of integration would make the numerical 

computation of this convolution prohibitively expensive. However, this obstacle can 

be removed by using the fact that retarded and advanced GFs are analytic functions
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F ig u re  7.3: Elastic and inelastic contributions to charge current in the left and right 
lead of MTJ in Fig. 7.1 with N x x Ny =  3 x 1  active region at differ­
ent iteration number within the self-consistent loop for solving coupled 
Eqs. (7.7), (7.8), (7.11) and (7.13). The orientation of the magnetiza­
tions of two F layers in Fig. 7.1 is parallel in (a) and antiparallel in (b). 
The bias voltage is set as Vb — —60 mV and temperature is T  — 12 K.

in the upper and lower half of the complex plane, respectively. Thus, the real (5ft) and 

imaginary parts of their matrix elements must obey the following relation

5ft{Ar (o;)} =  ft[3 {A r (a;)}] =  J dy
3{A r (y)}

(7.15)
x - y

Here % is the Hilbert transform, whose implementation in our scheme is discussed in 

more details in Appendix A, and V  stands for the Cauchy principal value. This makes 

it possible to decompose Keldysh-space matrices as follows

A n  A 1 2

A 2i A 22

= Asym +  ft[Aasym], (7.16)

148



where

A „y»=  | * ( A ” ) + , 9 <A “ ) A “  | ,  ( 7 . 1 7 a )

A 2i $R(Ai2) +  i^ (A 22)

A a s y m =  |  1 ) 9 ( A l l _ A 21) j ( 7 . 1 7 b )

are labeled as “symmetric” and “asymmetric” part. We note that all the relevant 

information is already contained in Asym, so that one can find Aasym from it by using

A a Sy m = l [ 1  0  - ( A s y m _  A s y m ) _ ( 7 . 1 8 )

I 0 - 1

This idea allows us to restrict the range of integration in the convolution in Eq. (7.14) 

to the energy bandwidth of electrons and magnons. Once the decomposition is done 

for both matrices A  and B, the convolution in Eq. (7.14) can be evaluated using

C =  A * B  =  Csym +  U[ Casym], (7.19)

with

£ Sym =  A sym * B sym -  A 8*3™ * B asym, (7.20a)

C asym =  A sym * B 383,111 +  A 38311” * B sym. (7.20b)

Here we used the following properties of the Hilbert transform and the convolution 

operator

n [ A ] * B  =  A * n \ B ]  =  n [ A * B ] ,  (7.21)

H [ U [  A]] = -A. (7.22)

Note that one has to actually calculate only Csym, after which the asymmetric part is 

obtained from Eq. (7.18).
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Figure 7.4: Total spin current dissipated (at T  =  12 K) inside Nx x Ny =  3 x 1 active
region of M TJ in Fig. 7.1 as a function of the bias voltage for parallel 
and antiparallel orientation of the magnetizations of two F layers. The 
spin current is obtained from Eq. (7.28) using electronic GF computed 
by solving coupled Eqs. (7.7), (7.8) and (7.11).

7.4 A pplication to  Charge and Spin Currents in M TJ Driven by Finite

Bias Voltage

The charge current in lead a  can be viewed as the sum of two spin-resolved 

charge currents, Ia = T  ̂+ 1^. For an interacting active region attached to two non­

interacting semi-infinite leads, lead currents can be obtained directly from G (E) and

* '■ - j J d E 'IV [T„(G r‘ t r, -  E .r -G ) ]

=  I  J d E T r [ G > ( E ) S  G<(B)SJ(J3 )] , (7.23)

where we employ the following notation

rii =  I . (7.24)
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The second line in Eq. (7.23) is the well-known Meir-Wingreen formula. [240] Similarly,

the spin current / f  = I'l — (in the same units as for the charge current) in lead a  is 

obtained from

+ t zGu (E/)t zB t (E' -  E) o G n (E) -  G tt(E ) o B T(E -  E’)t zG u (E’)t z)t11]

=  0. (7.26)

We use Gr^Eieads +  E ^) — (Sieads +  S ir) r zG =  0 to write the second line in Eq. (7.26).

To show that the third line is identically zero, we use the fact that three arbitrary

the main diagonal of its matrix argument. Note that in all of the above expressions 

the elementwise products of the matrices are performed prior to the matrix products. 

This demonstrates that no m atter what approximation is employed for the magnonic 

GF and self-energy, the charge current will be conserved as long as the self-consistency 

is achieved when computing electronic GF and self-energy within F-SCBA.

The charge current in Eq. (7.23) can be conveniently separated [235, 241] into 

two terms, Ia = 7®1 +  /™el

I“"‘" =  i  f  dETr  -  S qt* G )]

=  |  J d E T i l a , ^  (G>(E)S < - G < (£ )S £ (£ ))] . (7.25)

9
It is instructive to check if charge current is conserved, Ia =  0, after elec­

tronic GF in F-SCBA is inserted into Eq. (7.23)

\  JdE TV [(rzG (E )r zt leads(E) -  Eleads(F )r zG (F )rz)r11]
aa

J d E  Tr [(t zG (E )t z£ f (E) -  £ f (E)t zG (E )t z)t u ]

J d E d E ' Tr [(TzG n (E)TzB {E  -  E ') o G W(F ') -  G W(F ') o B (E ' -  E ) r zG n (E)

matrices A, B and C satisfy diag(A  o B C  — A B T o C) =  0, where d ia g ( ...) returns
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F ig u re  7.5: The electronic density of states within the active region of MTJ model 
in Fig. 7.1 of size: (a) N x x N y =  3 x 1 ;  and (b) N x x Ny =  3 x 3. 
The magnonic density of states within the same active regions is shown 
in panels (c) and (d), respectively. These quantities axe computed at 
finite bias voltage Vb =  —60 mV and at temperature T  — 12 K, in the 
absence (g = 0  for dashed line) or the presence (g 7  ̂ 0  for solid line) of 
e-m interaction in the Hamiltonian in Eq. (7.3c). The respective DOS 
is obtained from the retarded electronic GF, using —Tr[9 (Gr)]/7r, or 
the retarded magnonic GF, using —Tr[9 !(Br)]/7r, after solving coupled 
Eqs. (7.7), (7.8), (7.11) and (7.13) which take into account influence 
of electrons on magnons. The arrows in panels (a) and (b) point at the 
kinks (located at the Fermi energies of MTJ model with two different 
sizes of the active region, respectively) in the interacting electronic DOS 
(solid line) due to e-m coupling.
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F ig u re  7.6: Elastic and inelastic charge currents in Eq. (7.27) and their sum, as well 
as the corresponding first and second derivatives, versus the bias voltage 
in the model of MTJ in Fig. 7.1 with active region Nx x Ny =  3 x 1 for 
parallel and antiparallel orientation of its magnetizations. These charge 
currents are obtained from the electronic GF computed in F-SCBA which 
includes (in self-consistent fashion) the non-interacting magnonic GF. 
The temperature is set as T  = 12 K.
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We label the first term as “elastic” current 7®1 since it has the form of the Landauer-like 

formula for elastic transport of non-interacting quasiparticles whose effective transmis­

sion function is expressed [187] in terms of NEGF quantities, T(E ) — T r[rQG rT/?Ga]. 

The second term appears as the nonequilibrium corrections due to many-body inter­

actions, which we label as “inelastic” current. Plotting separately elastic and inelastic 

current components makes it possible to provide additional insights when interpreting 

our results in Sec. 7.4.

Note that apparent connection of Eq. (7.27a) to the Landauer formula should not 

be pushed too far since the effective transmission T (E ) in J®1 already contains part of 

e-m interaction. That is, the standard Landauer formula [187] for single-particle elastic 

scattering uses the retarded and advanced GFs which include the self-energies due to 

the semi-infinite leads only. On the other hand, G r and G° in I®1 include additional self- 

energy due to e-m interaction which renormalizes the non-interacting reference system, 

and for strong enough interaction can go even beyond the quasiparticle description 

of the many-body interacting quantum system. Even when quasiparticles are well- 

defined, the presence of self-energy that is functional of the retarded GF itself means 

that I®1 includes dephasing effects due to many-body interaction [242] and is, therefore, 

different from phase-coherent tunneling current that would be obtained from the the 

standard Landauer formula. [187]

Here we illustrate in Fig. 7.3 that 7®1 is conserved at each iteration, while the 

conservation of /™el component requires to reach the self-consistency in the computa­

tion of electronic GF and self-energy in F-SCBA, as discussed in Eq. (7.26). Note that 

the magnonic GF and self-energy used to obtain Fig. 7.3 also include e-h polarization 

bubble diagram from Fig. 7.2(b).

The spin current can analogously be separated into the elastic and inelastic
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F ig u re  7.7: Elastic and inelastic charge currents in Eq. (7.27) and their sum, as well 
as the corresponding first and second derivatives, versus the bias voltage 
in the model of MTJ in Fig. 7.1 with active region Nx x Ny =  3 x 1 for 
parallel and antiparallel orientation of its magnetizations. These charge 
currents are obtained from the electronic GF computed in F-SCBA, which 
includes (in self-consistent fashion) the interacting magnonic GF with the 
e-h polarization bubble diagram in Fig. 7.2(b). The temperature is set 
as T  = 12 K.
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contributions, =  / f 2,el +  / f 2,mel

7 ^ ’el =  ^  E  / ^ ^ [ ^ aG T ^ G 8] (fp -  f a), (7.28a)

=  e J dE T r  (G rS >’-FG °S< -  G rS <’FG °S>)] . (7.28b)

We find that / f z,el =  0 vanishes at all bias voltages, so that the total spin current 

Iaz = Xla / f z,inel is governed by the inelastic component only which is plotted in 

Fig. 7.4. Thus, this quantity measures the loss of angular momentum of electrons 

within the interacting active region of MTJ in Fig. 7.1, which is then carried away by 

magnonic spin current (through the left semi-infinite lead toward the left magnonic 

macroscopic reservoir). Although spin current carried by electrons or magnons indi­

vidually is not conserved, the total angular moment in this process is conserved. This 

finding further justifies the separation of currents into elastic and inelastic contributions 

since I^z,el =  0 does not participate in the loss of angular momentum.

Due to the fact that the e-m interaction strength g is comparable to the magnonic 

bandwidth, the single particle and many-body properties of magnons within the active 

region in Fig. 7.1 are governed largely by the collective quasiparticles rather than the 

bare (non-interacting) magnons we started from. This is demonstrated by plotting 

the magnon density of states (DOS) in Fig. 7.5 within the active region versus energy. 

The DOS is obtained from —T!r[3:(Br)]/7r with e-m interactions turned off (g = 0) or 

turned on (g ^  0). In Fig. 7.5(c), we can clearly distinguish three peaks corresponding 

to the quasibound states suggesting the formation of long-lived quasiparticles. They 

can be interpreted as a magnon dressed by the cloud of electron-hole pair excitations 

out of equilibrium. Importantly for ZBA discussed below, the DOS of interacting 

magnons extends all the way to zero energy, thereby enabling e-m scattering even at 

vanishingly small bias voltage. On the other hand, the electronic DOS obtained from 

—Tr[3(G r)]/7r and plotted in Figs. 7.5(a) and 7.5(b) is only slightly perturbed when 

e-m interaction is turned on due to much larger electronic bandwidth.

Figure 7.6 plots the elastic, inelastic and total charge currents, together with 

their first derivative d l / dVb (i.e., differential conductance) and second derivative d21 /d V 2
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F ig u re  7.8: Elastic and inelastic charge currents in Eq. (7.27) and their sum, as well 
as the corresponding first and second derivatives, versus the bias voltage 
in the model of MTJ in Fig. 7.1 with active region Nx x Ny = 3 x 3 for 
parallel and antiparallel orientation of its magnetizations. These charge 
currents are obtained from the electronic GF computed in F-SCBA, which 
includes (in self-consistent fashion) the non-interacting magnonic GF. 
The temperature is set as T  = 12 K.
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(i.e., IETS), as a function of the applied bias voltage 14- The currents in Fig. 7.6 are 

computed using F-SCBA for the electronic GF and self-energy of Nx x N y = 3 x 1 

active region in Fig. 7.1, while the magnonic GF is used as the non-interacting one 

by setting Clm- e =  0 in Eq. (7.8). The inelastic current in Fig. 7.6(b) is zero until 

the threshold bias voltage is reached (~  ±20 mV according to dashed line in Fig. 7.5) 

at which magnons can be excited. Above the threshold voltage, inelastic current dis­

plays Ohmic behavior. This is simply due to the fact that the rate of energy (and 

angular momentum) loss is proportional to the rate of electrons being injected into the 

active region. Although elastic current in Fig. 7.6(a) shows apparent Ohmic behavior 

for all bias voltages, the corresponding differential conductance in Fig. 7.6(d) deviates 

strongly from the straight line within the energy rage where magnons can be excited. 

This can be explained by the fact that the effective electronic DOS inside the active 

region can be changed through e-m scattering. The elastic differential conductance in 

Fig. 7.6(d) decreases once the magnons are excited, but this is compensated by the
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increase of inelastic differential conductance in Fig. 7.6(e) such that the total differ­

ential conductance in Fig. 7.6(f) has less pronounced features. The IETS plotted in 

Figs. 7.6(g) and 7.6(h) shows a clear signature of the non-interacting magnonic DOS 

from Fig. 7.5 with two peaks emerging slightly away from V& =  0. Nevertheless, when 

these two contributions are summed up in Fig. 7.6(i), IETS for total current shows 

more than just two peaks.

In order to see the effect of DOS of interacting magnons (solid line in Fig. 7.5), 

or possible magnon heating due to tunneling electrons, Fig. 7.7 presents the same infor­

mation as in Fig. 7.6 but recomputed by including e-h polarization bubble diagram in 

Fig. 7.2(b) for the magnonic self-energy Qm_e ^  0. Since DOS of interacting magnons 

in Fig. 7.5 is sufficiently broadened to reach low frequencies, the inelastic current in 

Fig. 7.7(b) is now non-zero even for very small bias voltage 14 —> 0. The presence of 

magnons dressed by the cloud of e-h pair excitations in this calculation forces elas­

tic conductance in Fig. 7.7(d) to increase around V& =  0, or inelastic conductance in 

Fig. 7.7(e) to decrease, which is opposite to the behavior of the same quantities in the 

case of non-interacting magnons analyzed in Fig. 7.6. The two peaks of opposite sign 

around 14 =  0 in partial IETS plotted in Figs. 7.7(g) and 7.7(h) look very similar to 

ZBA peaks observed experimentally [213] in realistic MTJs.

Due to opposite effect of e-m interaction on the two partial IETS, their sum in 

both Figs. 7.6(i) and 7.7(i) looses the simple two peak structure around V& =  0 observed 

experimentally. [213] To investigate whether this complexity in the total IETS could 

be an artifact of ID nature of MTJ model (with active region Nx x N y =  3 x 1 attached 

to ID leads) considered in Figs. 7.6 and 7.7, we recompute the same quantities for 

the active region N x x Ny =  3 x 3 in Fig. 7.8. For this case, both the partial IETS 

in Figs. 7.8(g) and 7.8(h) and the total IETS in Fig. 7.8(i) exhibit simple two peak 

structure. However, the two peaks appear slightly away from the zero bias voltage 

14  =  0 because we do not include (due to substantial computational expense) e-h 

polarization bubble diagram from Fig. 7.2(b) which is needed to introduce non-zero 

magnonic DOS at low energies in Fig. 7.5(d) enabling e-m scattering at 14 —>■ 0.
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The usage of Nx x N y = 3 x 3  active region introduces non-negligible TMR ratio 

which can be extracted from Fig. 7.8(c) as TMR ~  26% for Vb E (—0.1 V, 0.1 V). Its 

detailed dependence on Vb plotted in Fig. 7.9 shows how ZBA vanishes for temperatures 

T  > 100 K. Also, the TMR ratio (at Vb —> 0) vs. temperature shown in the inset of 

Fig. 7.9 agrees with experimentally observed [213, 214] TMR decrease with increasing 

temperature.

Considering fully 3D model of MTJs, where additional Appoint sampling is re­

quired for the transverse direction, would require carefully crafted approximations to 

evade prohibitively expensive five-dimensional integrals in the systems of coupled non­

linear integral equations for the electronic and magnonic GFs. Also, we note that 

dl/dVb in experiments [213] has a dip at V& =  0, and its absolute value increases with 

increasing |V&| due to opening of new conducting channels by inelastic e-m scattering. 

This is not seen in Figs. 7.6(f), 7.7(f) and 7.8(f) due to small number of spin-resolved 

conducting channels (up to six for Nx x  Ny = 3 x 3 active region) present in our model 

of MTJ.

7.5 Summ ary o f Chapter

The e-ph interaction in nanostructures driven out of equilibrium, as the example 

of nonequilibrium electron-boson quantum-many body system, has been amply studied 

[229, 230, 231, 232, 233, 236, 237, 225, 226] over the past decade using NEGF formalism. 

This approach, which makes it possible to rigorously model microscopic details of in­

elastic scattering processes, has been typically implemented using the SCBA diagrams 

for the electronic self-energy, and sometimes also including e-h polarization bubble dia­

gram for the phonon self-energy in the nonequilibrium MBPT. On the other hand, the 

same level of description of e-m scattering has received far less attention, [219] despite 

its great relevance for a plethora of problems in spintronics. [216, 217]

In this chapter, we have shown how to obtain analytical expressions for SCBA 

and e-h polarization bubble diagrams describing e-m scattering. This is achieved in 

a particularly compact form by using matrix GFs in the Keldysh space (which are
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functions of energy for electrons or frequency for magnons in steady-state nonequi­

librium), thereby simplifying tracking of electron spin flips and direction of magnon 

propagation required to conserve angular momentum at each vertex of the Feynman 

diagrams. The self-consistent solution of the corresponding system of coupled nonlin­

ear integral equations, which is equivalent to infinite resummation of certain classes 

of diagrams (akin to the self-consistent GW treatment of the one-particle electronic 

self-energy due to electron-electron interaction out of equilibrium [220]), is obtained 

via several intertwined numerical algorithms that reduce the computational complexity 

of this task.

Using this framework, we have computed charge and spin currents at finite bias 

voltage in quasi-ID models of F /I /F  MTJ illustrated in Fig. 7.1. Our key results 

are summarized as follows: (i) while elastic component of the sum of spin currents 

in all attached leads is zero at all bias voltages, the inelastic one is non-zero thereby 

measuring the loss of spin angular momentum carried by magnons away from the active 

region (see Fig. 7.4); (ii) turning on the e-m interaction strongly modifies magnonic 

DOS, which acquires larger bandwidth while exhibiting peaks due to quasibound states 

of magnons dressed by the cloud of electron-hole pair excitations [see Figs. 7.5(c) and 

7.5(d)]; (in) using F-SCBA for the electronic self-energy in Fig. 7.2(a), coupled with 

e-h polarization bubble diagram for the magnonic self-energy in Fig. 7.2(b), generates 

two peak structure around zero bias voltage in the second derivative (i.e., IETS [215]) 

of both elastic and inelastic charge currents (see Fig. 7.7).

We emphasize that e-h polarization bubble diagram in Fig. 7.2(b) is responsible 

for the substantial change of magnonic DOS (encoded by the retarded magnonic GF) 

in equilibrium, as well as for magnon heating (encoded by the lesser magnonic GF) 

in nonequilibrium due to tunneling electrons where heated magnons can also exert 

backaction [226] onto electrons. Since ZBA occurs at very small bias voltages, the 

former effect is more important because the broadened magnonic DOS in Figs. 7.5(c) 

and 7.5(d) extends to low energies (in contrast to DOS of non-interacting magnons),
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thereby making possible inelastic e-m scattering even at zero bias. It is worth men­

tioning that the effect of electron-boson interaction on bosonic DOS has been rarely 

discussed in prior NEGF studies [219, 229, 230, 231, 232, 233, 236, 237, 225, 226] of 

coupled electron-boson systems, either due to simplicity of bosonic spectrum assumed 

or because of not inserting dressed magnonic GF lines (which include e-h polarization 

bubble diagram) into SCBA for electronic GF.

While partial IETS in Figs. 7.7(g) and 7.7(h) obtained from elastic or in­

elastic components of charge current, respectively, are quite similar to experimentally 

observed [213] ZBA, their sum in Fig. 7.7(i) is more complicated due to usage of 

strictly ID model with active region Nx x N y = 3 x 1 in those Figures. Switching to 

Nx x N y = 3 x 3 active region attached to quasi-ID leads (supporting more than two 

spin-resolved conducting channels) makes total IETS in Fig. 7.8(i) exhibiting only two 

peaks, albeit shifted slightly away from 14 =  0 due to exclusion of e-h polarization 

bubble diagram in this calculation in order to reduce computational expense.

We believe that extension of our approach to 3D MTJs [by adding computa­

tionally expensive fc-point sampling in the y and z directions while keeping real space 

Hamiltonian from Eq. (7.1) in the x  direction] would be able to describe not just ZBA 

in realistic junctions, but also TMR and STT effects as a function of temperature and 

bias voltage, thereby opening a path to understand how to optimize these effects for 

applications in spintronics by tailoring magnon spectrum.
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A ppendix A  

HILBERT TR A N SFO R M A TIO N

The Hilbert transform of a function f ( x ) is defined as

(A.1)

with p.v. being the Cauchy principal value integral. One can see that performing a 

direct integration on an equidistant or even adaptive grid is going to be numerically 

very time consuming and inefficient. Instead other approaches such as using FFT seem 

to be more practical with the requirement that /  to be defined on an equidistant grid. 

But since the function /  in our calculations are given at adaptive points with second 

order polynomial interpolation , here we try to develope an algorithm that uses this 

type of input and calculates Hilbert transform of the corresponding array. To do this 

lets say the function /  is defined on 2N  +  1 adaptive points x ns such that the value of 

the function inside the range (x2n- i ,  x 2n+i) is obtained by a second order polynomial 

interpolation using three points (x2n_ i , x 2n, x 2n+i). In this case the above integral can 

be written as

'£271+1 an( y ) f 2n- 1 +  bn( y ) f 2n +  Cn(y)f2n+1

with

(•^2 n —1 *^2n) (*^271—1 - ^ 2 n + l)

(y -  x 2n- i ) ( y  -  x 2n+i)

(y -  x 2n)(y -  x 2n+1)
(A.3)

(A.4)

(A.5)
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We can now perform the integrations analytically and get

= h n - ia ^ iy )  +  f2nbn(y) + f 2n+iCn(y) (A.6)7T z 'n=l

where

\ { x 2n+\ — X 2n- \ )  — (y — X 2n )  ~  ^  X2n̂ V X2n+1̂  L n^  _  2 V V* _______X2n+1-X2n-1 U ^

X 2n X 2n—i

(y) =
\ { x 2 n + l  -  Z2ra-l)2 -  (^2n+l ~  ® 2 n - l ) { y  ~  ® 2 n - l )  ~  ( y  ~  ® 2 n - l ) ( j /  ~  ^ n + l ) ^

( x 2n  X 2n—\ ) ( x 2n  ® 2 n + l)

(A.8)

w  =  -  ^ - i )  -  (y  -  *»■) -  K Z l T - t ~ T ) l * ( a  9)
*^2n+l ® 2n

L n =  log(y ~ X2"+1) (A.10)
y ^2n—1

One can redefine the above arrays in a single array hn(y) as follows

h i { y )  =  a i ( y )  , h2N+1(y) = c%(y),

h 2n ( y )  = bhn(y) , h2n+1(y) = a^+1(y) + c*(y) (A .ll)

and write down

.  2W+1

» { / } ( » )  =  -  E  f ’M y )  (A -12>TT f »
n = 1
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A ppendix B

A N  EFFIC IEN T ALGO RITH M  TO FIN D  CERTAIN ELEM ENTS OF 
IN V ER SE OF A SPARSE M ATRIX

In this note our aim is to find certain elements of the inverse of a symmetric 

sparse matrix. When the size of the matrix is too large one might not be interested 

to know all elements of the inverse of the matrix. In fact it’s not efficient at all to 

find all elements of inverse of the matrix and then filter out the required elements. 

Instead we can see in the following that for the case of sparse matrices it’s possible 

to find efficiently only required blocks of the inverse of matrix. The idea is to reorder 

the indices of the matrix such that at the end we’ll have a block tridiagonal matrix( in 

general with different dimensions). Then we use a recursive method and try to find the 

required blocks of the inverse which is in fact first block of the matrix. Therefore in 

this method one should first specify the elements that are required. One can do this by 

introducing a vector array x  — [x\,X2 , , where xi shows the index of the required

elements. Therefore if the size of whole symmetric matrix A  is N , X{ would lie between 

1 and N. As the first step we construct an n by n matrix using these elements and put 

it as first block of our block diagonal matrix B. Then we try to construct the whole 

block diagonal matrix B,  using this base. In order to do this we try to find the next 

block by finding the indices that are connected directly to first block. For example 

if x  = Xi =  1 then , all j s such that are nonzero will give me the indices of

my next block (i.e. x' — [ji, j 2, ■•■])■ In order to do this in Matlab we wrote following 

function

1 function x=neighbours_sites(ix, iy,m)
2 yp=find(ix==m);
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3 f o r  j = l : s i z e ( y p )

4 x ( j ) = i y ( y p  ( j ) ) ;

5 en d

where,

i [ix, iy,z]=find(A);

m  in this function is index of one site and x would be in general an array showing all 

indices coupled to index m. Now we can use this function and find indices of the next 

block using following Matlab function;

i  f u n c t i o n  [ x l , f s i , n f s i ] = n e x t - b l o c k ( i x , i y , x , f s , n f s )

2 Nb=size(x,2 );
3 fsl=fs;
4 nfsl=nfs;
s Counter=0 ;
6 for j=l:Nb
7 nx=neighbours_sites(ix, iy,x(j));
8 for k=l:size(nx,2 )
9 new=l;
10 for l=l:nfsl
n i f (nx(k)==fsi (1 ))
12 new=0 ;
13 end
14 end
15 if(new==l)
16 Counter=Counter+l;
17 nfsl=nfsl + l;
is fsi (nfsi) =nx (k)  ;
19 xl(Counter)=nx(k);
20 end
21 end
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2 2 end
23 if (Counter==0)
2 4 xl=0;
2s end

’fs’ in this function represents found sites (indices) and ’nfs’ is the number of found 

sites. We have introduced such variables to put only new indices for the next block. 

As a result x l  in this function gives indices of the next block. Now using this function 

we can also put as input the indices of second block and get the indices of third block. 

Continuing this procedure we can construct the whole matrix as blocked matrix. In 

fact in this method we find a new ordering for our original matrix A which is now in 

a form of block diagonal matrix. As the following code we present the function that 

performs this procedure.

i function [11,H,T2,s]= sparse_to_block(A,x)
2 [ix, iy, z]=find(A);
3 Nt=size(A,1 );
4 fs=zeros(Nt);
5 Nb=size(x,2 );
6 nfs=Nb;
7 f s (1 :nfs)=x (:);
8 l_n=l;
9 s (1 _n)=Nb;
10 while nfs<Nt 
n nfsl=nfs;
12 [xl, fs, nfs] =next_cell (ix,iy,x,fs,nfs) ;
13 if (nf sl==nf s)
14 break;
is end
16 Nbl=size (xl, 2 ) ;
17 for j=l:Nb
is for k=l:Nb
19 H (j, k , 1 _n) =A (x(j) ,x(k) ) ;
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20 end
21 for k=l:Nbl
22 T 1 (j ,  k, l _ n )  =A(x (j )  ,xl (k)  ) ;
23 T2 (k, j, l_n)=A(xl (k) ,x( j )  ) ;

24 end
2 5  e n d

26 l_n=l_n + l;
27 x = x l ;

28 Nb=Nbl;
29 s  (1 _n) =Nb;
30 end

31 for j=l:Nb
32 for k=l:Nb
33 H ( j ,  k ,  l _ n )  =A (x ( j )  , x  (k)  ) ;
3 4  e n d

35 e n d

The outputs of this function are three arrays of matrices which form upper diagonal 

blocks (T l) and diagonal blocks (H) and lower diagonal blocks (T2) and a one dimen­

sional array s which represents the dimensions of the block matrices. As an example 

we consider a 200 x 200 random sparse matrix and put x =  [1,2,3]. Now we use this 

three blocked diagonal matrix and using following function try to find the elements of 

inverse of first block. We can see the result of direct inversion and our method are 

completely in agreement.

i function invA=invb(Tl,H,T2 ,s)
2 Nz=size(H,3);
3 N=size(H,1 ) ;
4 if(s==0 )
5 s ( 1 : N z ) = N ;

6 end
7 i = l :s(Nz);
8 B(i,i)=inv(H(i,i,Nz));
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9 for k=l:Nz—2 

10 i=l: s (Nz— k) ;
n j=l:s(Nz— k+1 );
12 B (i, i)=inv(H(i,i,Nz—k)— T l (i,j,Nz—k)* B (j,j)*T2(j,i,Nz—k));
13 end
1 4 i=l: s (1) ;
is j=l: s (2) ;
16 invA (i, i) =inv (H (i, i, 1)-Tl (i,j,l)*B(j,j) *T2 ( j, i, 1) ) ;
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A ppendix C 

SPIN -O R BIT IN TER A C TIO N  H AM ILTO NIAN

Spin-orbit Hamiltonian reads

H so =  - ^ - ( W  x (C .l)
2?7lgC

where V  can be due to atomic potential (leading to L .S  terms in Hamiltonian), 

external electric field and/or impurities in the system. Here we are interested in the 

effects of impurities and the corresponding spin-orbit induced interaction. Therefore, 

in fact we are dealing with following impurity term in Hamiltonian

H%mp Vimp+  A (W imp x -jt).-#  (C.2)

where A =  In order to write this equation in tight binding form, we

should calculate the expectation value of it in terms of the wavefunctions which are 

localized around each atom. To simplify the situation let us consider the local waves to 

be s-wave which has radial symmetry. Additionally let us consider that the impurity 

potential also depends only on radial coordinate r*, which is interatomic distance from 

the impurity site i. Let us now find the expectation value for the above expression. 

Considering that |n) presents the local basis of our system, we write

Himp = Virnp+ X ( W impx ^ ) . ^ ( m \ ( W impx ^ ) . ^ \ n )  = m |W imp)|m' >  x <  m'| j^|n > .~ £
m'

(C.3)

Considering the following wavefunction

(~^|n) =  V’n (r), (C.4)
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which is a localized function around site m , we can write

( m i l l i n ' )  =  J  d x d y d z ip ^ r ^ ip m ^ r )  — —ih  J  — ̂ ln(r)dr'iljrn>{r)dxdydz (C.5)

and

( m l V V ^ I m ' )  =  J  dxdydz^*m{ r ) V V ^ pil}mi(r) =  J  y  C i ( r ) {drV ^ p)i)ml(r)dxdydz

(C.6)

For m  =  m' we can see that both of integrands of these expressions are odd 

functions which give zero contribution. We note that this this is due to the fact 

that we have chosen local wavefunctions to be s-wave. In case we of other orbital 

wavefunctions one can check that we get L .S  terms for the SOI. For other elements 

of these expressions, considering enough localized wavefunctions and also localized 

impurity potential we can deduce that only first nearest neighbors have to be considered 

and other elements are negligible. In order to calculate nearest neighbor elements 

let us consider m' =  0 and then choose the nearest neighbors to to be on x  axis 

’’i.e.” m  =  (± 1 ,0 ,0 ). Performing summation over these nearest neighbors, for above 

expressions we have

^^(m|~^|0) =  — i h  f  — (^*(1 — ax|) ±  ^*(1"  ̂+  ax\)dr’il)(r)dxdydz (C.7)
m J r

and

r
y ^ ( m |y y imp)|0) =  /  — (-0*(|^ -  ax  I) +  ip*(\~i* +  ax\)ip(r)drVimp(r)dxdydz  (C.8)
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We can easily see that both of the integrands are odd functions with respect to 

which mean that result of the integrations is zero. Here again we note this is due 

to our choice of s-wave functions as our local functions. Therefore we can write

= itx (5mml +7- +  i ty (6m>m,+3 -  Sm m ,_3)y + i t z

(C.9)

and

H V O m ' )

+  ^ “ '(<5m,m.+S-<5m,m.-s )?  (C.10)

where i =  (1 ,0 ,0),.) =  (0 ,1 ,0), A; =  (0 ,0 ,1) In this calculation we considered

that impurity exists only on site m' and there’s no impurity in neighboring sites. But 

what if we consider different impurity strenght for different sites? In this case one can 

readily get

( m |W imp)|m ') =  [(V™' -  V n S m,m/+7-(V™'  -  Km)5miin, _ #  (C .ll)

+ [ (^ m' -  -  (Vym' -  V™)5m>ml_3}y (C.12)

+[(Km' - o * mim*+s - wr' - vnsm>m/_%]z (c.i3)
In case of symmetric crystal where ax — ay — az — a we can write

( m |VVimp) |m ') =  (Vm' - V m) [(^m,m,+- —5m m ,_T)^ + (5 mm/+?—5m m ,_ j )y + ( 5 m m /+^—5m m / ^)2)

(C.14)

and

H ^ | m ;) =  “  5m,m'-*)*]

(C.15)
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And finally for the elements of the SO Hamiltonian in tight binding model we

get

(-^So)m,n L  (C.16)

where

( ^  m ,n ) i  (^n+A; ^ n + j ) ^ m ,n + j + f c ^ ( ^ /n —j  ^n+A: ) ^m, n— ^ n —f c ) ^m, n+j — A ^ n —j ) ^ m ,n —j

(C.17)

and using cyclic property of coordinate one can get other components. One 

should note that we have included all unknown parameters of the system in parameter 

a , so ym in above equation can effectively represent the strength of impurity at site 

m.
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