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Abstract

In this paper, we study Latent Dirichlet Allocation (LDA; Blei et al., 2012) for
topic modeling of Amazon unfair pricing data during Covid-19. A topic model
is designed to capture topics relating to words in text document or corpus. LDA
is a generative probabilistic model with helping to collect topics from discrete
data, like text & corpora. It is also known as a three-level hierarchical Bayesian
model, where each item of the collection is modeled as a finite mixture over an
underlying set of topics. For each topic, it is modeled as an infinite mixture
on an underlying set of basic topic probabilities in turn. We conduct analy-
sis of unfair pricing data by sellers from Amazon during the Covid-19 period
using LDA. Specifically, we perform topic modeling and generate topics under
Amazon product description. Our goal is to capture information and topics on
what kind of surgical masks and products are in unfair pricing during Covid-
19. Finally, we conclude that N95 is the most unfairly priced product under
the topic modeling. By generating graphical illustrations with the Python pyL-
DAvis package, we are able to summarize and provide more detailed information
based on Predatory Pricing Online model.

1. Introduction

For a collection of documents, if an article talks about sports, it may discuss
basketball, archery, swimming, etc. Then, the frequency of words related to
basketball should be higher in the part of basketball, such as ‘basket’,'net’, etc.
Similarly, the frequency of words related to archery should be higher in the part
of archery, such as ‘pull’, ‘Bow’, ‘arrow’, etc. In the part of swimming, words
related to swimming should appear more frequently, such as ‘water’; ‘swim’ and
so on. Therefore, a document should contain multiple topics, and each of the
topics should account for a different proportion. In addition, each topic should
consist of many words, and the proportion of each word in each topic is likely
different.



Topic modeling uses a mathematical framework to reflect the feature of a
document. A topic model automatically analyzes each document under specific
corpus, counts the words in the document, and determines which topics are
contained in the current document or corpus and the proportions of the different
topics according to statistical information. Latent Dirichlet allocation (LDA) is
a popular topic modeling method and is a technique that we can use to generate
topics and summarize documents.

LDA was proposed by Blei, Ng, and Jordan in 2012 and published in Journal
of Machine Learning Research. The paper describes the model and method in
detain and discusses its broad applications in document modeling, text classi-
fication, and collaborative filtering. The paper also compares the LDA model
with a mixture of unigrams model and the probabilistic LSI model to demon-
strate advantages of the LDA model. This is our main reference paper for
mathematical foundations. In addition, we also refer to the paper of ’Analy-
sis of Variational Bayesian Latent Dirichlet Allocation: Weaker Sparsity than
MAP’ by Nakajima et al. (2014) for theoretical results and properties.

On the other hand, the paper ‘Online Learning for Latent Dirichlet Allocation’
by Hoffman, Blei and Bach (2010) proposes an online LDA model that can
handily analyze massive document collections, including documents arriving in
a stream. It has been shown to produce good parameter estimates dramatically
faster than batch algorithms on large datasets. Kapadia (2019) offers a good
guidance to perform topic modeling based on Python and is very helpful for
us to implement the methods in different scenarios and parameter settings.
Moreover, akashii(2019) demonstrates the implementation and mechanism of
LDA, where two methods including variational inference and collapsed Gibbs
sampling were used for model fitting, providing a useful connection between
technical background and implementation.

Finally, we conduct the analysis of predatory pricing online data from Amazon
during the Covid-19 period using LDA models to generate topics and make
conclusions. We firstly perform data cleaning and processing and then use the
Workcloud package in python to illustrate word distribution and importance
based on the processed data. We then train LDA models and generate topics,
and further produce topic plots with the pyLDAvis package. Based on the topic
and graphical results from the fitted models, we find that the disposable N95
mask is the most unfairly priced product under the topic modeling.

We organize the paper as follows. We introduce notation & terminology and
describe the LDA methods in Section 2. We introduce the Amazon unfair pricing
data and data processing in Section 3.1. We prepare LDA model training in
Section 3.2, and present results and conclusions in Section 3.3. Finally, Section
4 provides discussions and future improvement of the work.



2. LDA topic modeling

This section provides a review of LDA topic modeling by Blei, Ng, and Jordan
(2012).

2.1 Notation & Terminology

We will use the language of text collections throughout this paper instead
of the entities such as “words”, “documents”, and “corpora”. It will help to
make inference and capture abstract notions when we introduce variables in the
model. In order to help with understanding, we define the following terms: 1).
the fundamental unit of discrete data is a word, defined as an item from 1 to the
vocabulary of V which is noted as 1,...,V. We represent words using unit-basis
vectors which have a single component equal to 1 and all other components
equal to 0. Thus, we need to set up a way to denote the components. The vth
word in the vocabulary is represented by a V-vector w such that w” = 1 and
w" = 0 for u = v; 2). We denote the document under a sequence of N words
as W = (wy, wa, ..., w,), where w,, is the nth word; 3). When M documents are
collected, it forms a corpus where we denote as D = (W1, Wa, ..., Way).

2.2 Latent Dirichlet allocation

Latent Dirichlet allocation (LDA) is a generative probabilistic model of a
corpus. The basic idea is that documents are represented as random mixtures
over latent topics, where each topic is characterized by a distribution over words.

LDA assumes the following generative process for each document w in a
corpus D: 1. Choose N ~ Poisson(§); 2. Choose 6 ~ Dir(a); 3. For each of
the N words wy,: (a) Choose a topic z, ~ Multinomial(#); (b) Choose a word
wy, from p(wy,|z,, B), a multinomial probability conditioned on the topic z,.

In the model, some simplifying assumptions are made. First, the dimension-
ality k of the Dirichlet distribution is set as known and fixed. Second, the word
probabilities are parameterized by a k x V matrix 3 where 8;; = p(w’ = 1|z =
1), which we treat as a fixed quantity. The quantity is to be estimated.

A k-dimensional Dirichlet random variable 6 can take values in the (k — 1)-
simplex (a k-vector 6 lies in the (k-1)-simplex if §; > 0, Zle 0; = 1), and has
the following probability density on this simplex:
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where the parameter « is a k-vector with components «; > 0, and where
I'(x) is the Gamma function. The Dirichlet is a convenient distribution on the
simplex — it is in the exponential family, has finite dimensional sufficient statis-
tics, and is conjugate to the multinomial distribution.

Given the parameters « and [, the joint distribution of a topic mixture 6, a
set of N topics z, and a set of N words w is given by:

N
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where p(z,|0) is simply 6; for the unique i so that 2, = 1. We get the
marginal distribution of a document by Integrating over § and summing over z:
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Finally, we are able to get the probability of a corpus by taking the product
of the marginal probabilities in single documents:
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The LDA representation has three levels: corpus level, document level and
word level. The parameters a and ( are corpus level parameters, which are pro-
posed to be generated once before processing through a corpus. The variables
04 are document-level variables, sampled once per document. At last, in each
document, the variables zg4, and wg, are word level variables, sampled once for
each word.

3. LDA for Predatory Pricing Online Datas

3.1 Data Cleaning & Preparing Data for LDA Analysis.

The data are collected from a blog (Paul, 2020) that investigates unfair pric-
ing practices due to the Covid-19 pandemic, called the predatory pricing online
data. The data are extracted from amazon original product database. The
predatory pricing online data contain variables including details about product



reviews, product discounts, the time of listing of products, and product descrip-
tions.

Covid-19 is an infectious disease that has caused global pandemic and coro-
navirus outbreak. When we fight coronavirus disease, some sellers such as mask
sellers had utilized this emergent situation to gain benefits much more than
usual sales. Consequently, the supplies of masks in many countries have suf-
fered shortage. For masks sold on Amazon and some other e-commerce compa-
nies, unfair pricing has become a severe problem to customers as the prices of
some masks and pandemic related products has increased to unbelievable levels.

The data that we study focus on products on surgical masks from amazon
especially for products with unfair pricing. The data are extracted from Ama-
zon on March 9th, 2020 and obtained based on datahut’s platform. The sample
size of the dataset is 532 (products), meaning that we have 532 collected prod-
ucts. There are 12 variables in the dataset including ‘Product Name’, ‘Asin’,
‘Product url’, ‘Brand Name’, ‘Image url’, ‘MRP’, ‘Sale Price’, ‘Discount Per-
centage’, ‘Product Description’, ‘Date First Available’, ‘Number of Reviews’,
and ‘Seller Name’. In order to perform LDA for the dataset, we need to select
the key variables. LDA is a technique that can be used to generate topics from
corpus. We target on some variables that has enough information about the
products to generate topics from the data. After variable selection, we finalize
two variables to be used in the data analysis, which are ’Product Name’ and
"Product Description’.

After the pre-processing, our next step is to remove the effect of the missing
value in the data. Due to missing at random, we delete the rows where the
missing values are located, and then unify the cases of the text. Also, remov-
ing punctuation is in great importance to make our data more clear for LDA
analysis. The aim for the above step is to make description of the product more
amenable for the data analytics.

3.2 LDA Model Training

After cleaning and preparing, we next verify whether the processing of the
product description works well. We import the Wordcloud package (wordcloud
1.8.1, https://pypi.org/project/wordcloud/) to get a visual representation of
the most common words first. This is a package in python, which using to
summarize important contents(or words) in corpus or documents. It can help
to check whether the data are suitable for the analysis.

Figure 1 is a plot generated from word cloud. It indicates that the text
and corpus works well and the description is mainly about face masks. It also
generates some content around the main topic of face masks. Next, we are able
to train data to get preparation for plotting the most frequent words. Figure 2 is
a generated plot of ten most frequent words. Also, this is a further examination



Figure 1: Wordcloud Figure.
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of the picture of the word cloud plot.

The most ten common words here are: ‘mask’, ‘face’, ‘pollution’, ‘dust’,
‘nose’, ‘masks’; ‘air’, ‘filter’, ‘easy’, and ‘breathing’. We can see that these are
the words most commonly used to describe face masks. Although there are
some repetition between ‘mask’ and ‘masks’, it still reflects a functional topic
around face masks. Based on the relevant topics, we can generate some topics
by relevant circle of the topic.

Figure 3 stands for an auto-generated topic that summarizes the relevant
topic under a topic relevancy circle. In this figure, we can generate some topics’
range and develop a main idea or topic from the given words instead of topic
number. We will describe more under the pyLDAvis output. pyLDAvis is a
python package, which is a port of the R package by Sievert and Shirley (2015).
pyLDAvis is designed to help users to interpret topic models which have been
performed for text data. This package generates information and results from
LDA topic models to form web-based visualization plots.

Figure 4 is a LDA visualization plot. This plot helps interactively under-
standing individual topics and relationships between topics. In order to under-
stand the output, there are some points to be demonstrated:

First, LDA has it’s own format. We need to organize the text format into
the format required for LDA model. It has specific requirements for the format.
A list whose length is equal to the number of the documents. Each element
of documents is an integer with two rows. Each column of documents|[i]] (i.e.,
document i) represents a word occurring in the document. documents|[i]][1, ]]
is a O-indexed word identifier for the jth word in document i, which should be
an index — 1 into vocab. documents|[i]][2, j] is an integer specifying the number



Figure 2: 10 Frequent Words Figure.
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Figure 3: Summarized Topic Figure.
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Topic £0:
gloves free latex n95 quality comfort nose anti protection used

Topic £1:
dust pollution breathing zir mask respiratory filter face nose easy
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Figure 4: PyLDAvis Plot Figure.
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The figure is generated by PyLDAvis Package under Python

of times that words appear in the document. The first line is the ID of words,
and the second line is the frequency of words in documents, in order to generate

a desired structure.

Subsequently, we have two prior parameters o and  to be specified in the
model. For a;, we can vary the size. The result of increasing « will lead to each
document closer to the same topic. It describes that the role of p(w;|topic;) is
small, so that the role of p(d;|topic;) is large. For , the result of increasing is
that the role of p(di|topici) is reduced, and the role of p(w;|topic;) is increased,
indicating that each topic is more concentrated on a few words. In another
words, it means that every word is transferred to a topic as much as possible.
Depending on the size of the text and the number of iterations, the time will
vary, ranging from dozens of minutes to one or two minutes.

Furthermore, when a web-based interactive topic model visual display is
completed, A will be a parameter that controls whether a topic is a specific

topic or general topic. pyLDAvis provides the following relationship:

relevance(termy,|topicy) = X x p(w|t) + (1 — A) * p(w|t) /p(w).

The relevance of a word topic is adjusted by the parameter A. If A is close to
1, then the words that appear more frequently under the topic are more related



Figure 5: Topic 1 Figure.
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to the topic; if A is closer to 0, then the more special and exclusive words under
the topic are more related to the topic. Thus, readers can change the relevance
of words and topics by adjusting the size of A. As for the best value of A, readers
can validate over different sizes.

After running topic modeling, we can describe the frequency of each topic.
pyLDAvis uses the size of a circle to represent this number, so the size of
the bubble indicates the frequency of the theme. Then, pyLDAvis uses multi-
dimensional scale analysis to extract the principal components as dimensions,
and distributes the topics to these two dimensions. The distance between the
topics indicates the proximity between the topics.

Moreover, the plot only summarizes 30 most relevant terms in each topic
and it will not create any specific topic. However, it will analyze the relevancy
of each word and put relevant words together under one topic. We can make
conclusion for the topic using those 30 words.

3.3 Results

Before we conclude from the plot, we need to decide what is the A value we
use to analyze the plots. When topics are too general, it stands for low value of
A. In this case, we cannot observe the features under a great position. Thus, we
prefer a higher A\ value. This will develop the description features much better.
Moreover, the product description has already had a lot of breath words for



Figure 6: Topic 2 Figure.
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Figure 8: Topic 4 Figure.
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surgical product, so features for the product show more importance. Relatively,
when A is 0.6, it shows most of features of the data, and it will not suffer the
problem that topics are too narrow to precise terms using in surgical product.
NO95 is a significant term we focus on. When A is 0.6, N95 could show in the
second place in topic 2. The reason why we focus on topic 2 is that topic 1 is
too general. It generally summarizes an idea about surgical products. For topic
2, we can see the topic is about the disposable N95 which is a specific mask
type. Thus, the term of N95 could be a detailed feature of interest. It stands
for a very specific type under face masks. In addition, N95 masks are frequently
used in preventing Coronavirus and has the best protection. By analyzing this
indicator, we select a relatively fitted A value which is 0.6.

Figure 5 represents topic 1 under the pyLDAvis plot. We can see that topic
1 indicates the function of masks using. It offers some general terms using in
surgical products including ’dust’, ’breathing’, 'pollution’, etc.

Figure 6 represents topic 2 under the pyLDAvis plot. It indicates that topic
2 is about mean features of surgical masks where N95 and disposable are main
features. It offers some functional terms and types of masks including 'N95’,
"disposable’, 'ply’, 'protection’ and so on. We could conclude that disposable
N95 mask is the largest unfair pricing product.

Figure 7 represents topic 3 under the pyLDAvis plot. We can see that topic
3 shows where the masks are from and some specific terms in medical treatment.

Figure 8 represents topic 4 under the pyLDAvis plot. This plot shows that
topic 4 summarizes some possible types of surgical masks.

Figure 9 represents topic 5 under the pyLDAvis plot. We can describe that
topic 5 is mainly about the material of the masks. It also has some relevancy
with topic 2, since the relevancy circles between the two topics have certain
overlaps.

Based on the fact that N95 is the mask type with the best effect on prevent-
ing coronavirus disease, the results shown above are meaningful as we can see
that the disposable N95 is summarized by topic 2 in a prominent place and topic
2 is the most meaningful /important topic summarizing features and unfair pric-
ing products, particularly masks. These results are consistent with the market
common observations. We thus conclude that based on the LDA topic models
we fit, disposable N95 seems to represent the most unfair pricing product under
the predatory pricing online data.
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4. Discussions & Further Improvements

The graphs and results we generated in the previous section can be used to
summarize what kind of masks is in unfair pricing. When we focus on con-
cluding the mask type, the topic model suggests that N95 is the most unfair
pricing product. LDA can feasibly analyze topics from corpus text data as we
conduct the unfair pricing model. Some further research development might
be needed for the modeling produce to provide more detailed or meaningful
topics. For instance, topic models based on RNN (give full name and some
references) techniques might help enhance the performance of LDA by increas-
ing short term memory around some local sentences and documents. In that
direction, we might combine RNN with LDA topic models. Such techniques
have demonstrated efficiency in the field of document analysis (give references)
because RNN can help to grasp local structures of the document, while topic
models are more focusing on global structures.
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