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ABSTRACT

Magnetic reconnection efficiently converts magnetic energy into particle kinetic

energy. The energy release by magnetic reconnection is important for a wide range

of systems, such as astrophysical, laboratory and space plasmas. The main focus of

this thesis is to study and understand the magnetic reconnection phenomena found in

Earth’s magnetosphere. With the aid of supercomputers and massively multi-parallel

particle-in-cell simulations, magnetic reconnection is explored from first-principle cal-

culations. First, in anti-parallel reconnection, the propagation and damping of Hall

magnetic fields are consistent with the linear Landau damping associated with kinetic

Alfvén waves (KAW). The findings are extrapolated to the parameters observed in

the Earth’s magnetotail and the solar corona and their implications are presented.

Second, we perform simulations motivated by Magnetospheric MultiScale (MMS) Mis-

sion observations in the Earth’s magnetosheath. We study the coupling of ions during

collisionless magnetic reconnection with simulations initialized with the parameters ob-

served by MMS. In large guide-field and high-beta plasmas, we find that the transition

from ion-coupled to electron-only reconnection is gradual as the reconnection domain

size decreases. The scaling of the ion outflow velocity with exhaust width during the

electron-only to ion-coupled transition is found to be consistent with a theoretical

model of a newly reconnected field line. For fully ion-coupled reconnection, we find

that magnetic bubble length scales of tens of ion inertial lengths are required. Third,

we extend this study of electron-only reconnection to three-dimensions (3D). It is found

that magnetic reconnection in 3D enhances the parallel electric field, allowing faster

reconnection than the traditional 2.5D configuration. The simple Sweet-Parker scaling

analysis is extended in the 3D configuration to explain the net mass flux loss in the

direction perpendicular to the reconnection plane, which suggests a new and simple

xx



mechanism for the faster magnetic reconnection typically observed in the turbulent

magnetosheath.
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Chapter 1

INTRODUCTION

1.1 Magnetic Reconnection

Magnetic reconnection is a process that is ubiquitous throughout the universe

in ionized gases containing embedded magnetic fields [Burch et al., 2019]. This phe-

nomenon covert magnetic energy to kinetic energy of charged particles. They have

been associated with phenomena such as solar flares and auroras [Hones, 1980, Nishida

et al., 1981, Baker et al., 1996, Amari et al., 2014]. Magnetic reconnection efficiently

releases magnetic energy accumulated suddenly or over time.

The origins of magnetic reconnection are tied to the study of the space weather

system. The space weather system consists of the Sun and the planets that interact

with the Sun’s continuous stream of plasma known as the solar wind. The study of

space weather begins with the study of the interior of the Sun. The release of the

energy from the Sun’s hot core makes it way out into the interplanetary space. Here at

Earth, we eventually receive a small amount of the released plasmas. This has a dra-

matic effect on our atmosphere and the space environment we inhabit. A historically

well-known observation of disturbances in Earth’s atmosphere due to solar activity is

the “Carrington event” [Carrington, 1859, Hodgson, 1859]. The geomagnetic storm

disrupted telegraph communications and auroral precipitation was seen as far south as

Cuba [Cliver and Svalgaard, 2004]. The exact cause of the solar flares remained elusive

for long after the Carrington event. In 1947, Giovanelli observed that solar flares had

collocated oppositely aligned magnetic fields associated with them [Giovanelli, 1947].

James Dungey proposed that the null point was a topological change of magnetic fields

where the magnetic field strength vanishes and allows oppositely aligned magnetic
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field lines to reconnect [Dungey, 1953, 1958]. Around the same time, P.A. Sweet at a

Stockholm symposium in 1956 proposed that the initial conditions necessary for the

null-points were governed by plasma dynamics far away from the null points [Sweet,

1958]. E.N. Parker incorporated ideas presented by Sweet at the symposium and there-

after proposed a well known steady state scaling analysis of what is called Sweet-Parker

reconnection [Parker, 1957]. Although a solid framework of magnetic reconnection was

established, Harry Petschek came up with another explanation that released magnetic

energy on a much faster time scale. The Sweet-Parker scaling analysis of magnetic

reconnection gives time scales of energy to be released much faster than simple dif-

fusion. However, it still did not give time scales of minutes-hours generally observed.

In this model, microscopic Sweet-Parker layer is embedded in a much larger magnetic

reconnection region, where the inflowing plasmas are processed away from the dissipa-

tion region allowing the plasma to accelerate in the outflowing region [Petschek, 1964].

Outside the diffusion region, magnetic energy is converted due to the formation of a

standing slow shock rather than diffusion. A schematic difference between classical

Sweet-Parker reconnection and Petschek reconnection is shown in Figure 1.1. Using

2D incompressible resistive magnetohydrodynamics (MHD), Dieter Biskamp [Biskamp,

1986] numerically showed that Syrovatsky’s [Syrovatsky, 1971] theory of neutral cur-

rent sheet formation was generally in agreement with computer simulations rather than

Petschek’s slow shock model. Petschek reconnection on the other hand only persists so

long as resistivity is enhanced locally, also dubbed as anomalous resistivity [Ugai and

Tsuda, 1977].

There has been progress in understanding the generation of fast reconnection

when non-MHD terms are included to break the frozen-in constraint. The non-MHD

Hall term decouples electrons and ions. The dispersive behavior of the Hall term gives

the rate of energy release during magnetic reconnection to be fast enough without the

need to invoke anomalous resistivity [Aydemir, 1992, Mandt et al., 1994, Horiuchi and

Sato, 1994, Biskamp et al., 1995, Ma and Bhattacharjee, 1996, Shay et al., 1998, Birn
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(a) (b)

Figure 1.1: (a) Sweet-Parker magnetic reconnection: Oppositely aligned magnetic
field lines reconnect at the x-point driving plasma in the ± y-direction.
(b) Petschek reconnection: Plasmas are driven by the oppositely recon-
nected magnetic field line with standing slow shocks (shown by thick
black lines) outside the diffusion region. The length of the diffusion region
is 2y∗. It is much shorter than in Sweet-Parker reconnection. Reprinted
from Petschek [1964].
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Figure 1.2: The shaded rectangular boxes show the location of magnetic reconnection.
The Sun’s magnetic fields shown in blue lines reconnect with Earth’s
magnetic fields (green lines) at the magnetopause (the inner dashed black
line boundary). On the night side, Earth’s magnetic fields are pushed
together to form magnetic reconnection in the magnetotail. Not drawn
to scale. Reprinted from Day [2001].

et al., 2001, Shay et al., 2001a]1.

1.2 Observations of Magnetic Reconnection

As mentioned in the previous section, the Sun is the main driver of the space

weather. The volatility of the sun ejecting plasma is tied to its periodic solar cycle

that occurs over a roughly 11 year period. Even in its quiet times, the Sun expels

hot high-speed charged particles. Roughly, the Sun’s magnetic field polarity changes

about every 11 years. However, the solar wind contains a lot of transient structures

which change the magnitude and direction of magnetic fields on shorter time scales

(minutes to hours) at Earth. This has profound effect on Earth’s magnetospheric

1 There have been other numerous studies where the Hall term is either absent [Bessho
and Bhattacharjee, 2005, Hesse and Zenitani, 2007, Daughton and Karimabadi, 2007,
Swisdak et al., 2008] or inactive [Liu et al., 2014, Stanier et al., 2015, Cassak et al.,
2015]. These studies also consistently find fast reconnection.
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environment. Earth’s magnetosphere is illustrated as in Figure 1.2 for southward in-

terplanetary magnetic fields. One of the first in-situ observations of magnetopause

reconnection was recorded by ISEE satellites (spacecraft 1 and 2) [Paschmann et al.,

1979], an event measured in a region in the left gray rectangular box in Figure 1.2. In

the magnetotail (right rectangular box in Figure 1.2), possible magnetic reconnection

spacecraft observations were made a few years earlier [Hones et al., 1976, Frank et al.,

1976]. In-situ observations in the magnetopause of both bi-directional outflow jets

from magnetic reconnection was found in 1998 using three spacecraft - The Equator-S,

Geotail and Wind [Phan et al., 2000]. A year later in 1999, in-situ observations of

bi-directional jets in the magnetotail were verified too [Oieroset et al., 2001]. These

observations confirmed the existence of the ion-diffusion region and Hall-currents as-

sociated to fast reconnection which further suggests that anomalous resistivity does

not play any role, rather the particles are demagnetized by the gyro motions in spaces

with low magnetic field strengths and large gradients in the magnetic fields [Nagai

et al., 2001]. In recent years, Cluster observations have been instrumental in mea-

suring reconnection events at spatial and temporal scales ranging from electron scales

up to 1au ∼ 150 million kilometers. A detailed structure of the electron diffusion re-

gion was captured by Cluster [Phan et al., 2007]. Ion diffusion and separatrix regions

were reported in Vaivads et al. [2004], and Khotyaintsev et al. [2006] and mechanisms

of particle acceleration were presented in Wygant et al. [2005], Cattell et al. [2005],

Drake et al. [2006], Imada et al. [2007], and Chen et al. [2008]. One key limitation of

in-situ spacecraft observation is the availability of measurement only at a few spatial

points. Hence, it is necessary to use other measurement techniques to see the effects

of reconnection. Using Cluster and images of aurora, Frey et al. [2003] were able to

show the continuity of reconnection for many hours. On the other hand, this quasi-

steady reconnection does not always persist, as reconnection can have transient feature

based on solar wind conditions [Khotyaintsev et al., 2004]. Magnetic reconnection be-

tween the magnetosheath and the magnetopause/magnetospheric boundary layer with
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Figure 1.3: NASA’s Magnetospheric MultiScale (MMS) Mission: The four circles
show the distribution functions of electrons close to the x-line. They
range from velocities 0 to 104 km/s. In the center is a figure taken from a
simulation initialized with parameters observed by MMS. The red vertical
area within this plot is the current into the page, hence giving crescent
like electron structure on the top-left circle. Similarly, circular panels on
the right side are taken in the outflowing region. Reprinted from Burch
et al. [2016].
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guide-field has also been observed [Retinò et al., 2005] and the existence of reconnec-

tion in the solar wind using ACE, WIND and Cluster spacecraft, observed an x-line

of at least 390 Earth radii [Phan et al., 2006]. A year later, it was also shown that

magnetic reconnection is present in turbulent plasmas in the magnetosheath [Retinò

et al., 2007, Gosling et al., 2007]. Their length scales however are much smaller (few

electron skin depths) than the ones found in the solar wind. Since then, the launch

of the MMS spacecraft has provided unprecedented three-dimensional measurements

of electron distributions functions as time scales as short as 7.5 milliseconds and ion

distribution functions with 37.5 milliseconds resolution [Burch et al., 2016, Rager et al.,

2018]. In the turbulent magnetosheath, standard magnetic reconnection that couples

both ions and electrons was found by Vörös et al. [2017]. Magnetic reconnection had

also been suggested to play a major role in dissipation of energy at kinetic scales [Ser-

vidio et al., 2009, Retinò et al., 2007, Sundkvist et al., 2007, Haggerty et al., 2017].

In this scenario, many small-scale current sheets were expected to contain electron

jetting due to reconnected magnetic field lines, namely the existence of “electron-only”

magnetic reconnection. Electron-only reconnection remained elusive until it was found

in the magnetosheath with no ion bi-directional jets [Phan et al., 2018]. To illustrate

MMS’s measurement capability, in Figure 1.3 electron distribution functions close to

the x-line are shown. Crescent structure of the electron distribution functions in space-

craft observations had never been previously observed and could be inferred only from

particle-in-cell simulations [Hesse et al., 2014]2.

1.3 Frozen-in Plasma

In a perfectly conductive plasma, the magnetic lines of force are attached to

the ionized gas and actively participate in the streaming motions of charged particles3.

2 A detailed picture of meandering particle orbits is found in Speiser [1965]. An in-
teresting feature of parallel crescent structures of the electron distribution functions is
that they have yet to be found in simulations.
3 Only valid in ideal MHD where the gyroradius tends to zero.
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A plasma is considered frozen-in if the magnetic flux through a closed loop within

the fluid remains constant as the loop gets carried along by the fluid. According to

Alfvén [Alfvén, 1942], each line of force is associated with the plasma density due to its

mass to which the line of force is linked [Fermi, 1949]. Using this view, it can be shown

that the propagation velocity of the Alfvén wave is vA = B/
√

4πnmi, where B is the

magnitude of magnetic field, n is density and mi is ion mass. Therefore, a frozen-in

plasma with bent magnetic field lines may exhibit Alfvénic propagation. The frozen-in

theorem is best described by deriving it. We follow a loop moving with the plasma

flow. Every point ~r(t) in this loop moves at a velocity ~v, mathematically written as

~v(~r, t) = d~r
dt
, where t is time. The total magnetic flux through the surface S (loop P )

at time t is Φ(t) =
∫
S
~B(~r, t) · d~a and the flux at a later time t+ δt through the surface

S ′ (loop P ′) is Φ(t+ δt) =
∫
S′
~B(~r, t+ δt) · d~a′, where S ′ is the surface of the loop after

time δt as shown in Figure 1.4 by the shaded pink region. The change in magnetic flux
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through the loop is given by

δΦ =

∫
S′
d~a′ · ~B(t+ δt)−

∫
S

d~a · ~B(t). (1.1)

Using ~∇ · ~B = 0, we also have the following condition

−
∫
S

d~a · ~B(t+ δt) +

∫
S′
d~a′ · ~B(t+ δt) +

∫
R

d~a′′ · ~B(t+ δt) = 0, (1.2)

where R is the area swept by loop P after time δt as shown in Figure 1.4. Substituting

Equation 1.2 in Equation 1.1, we get

δΦ =

∫
S

d~a · ~B(t+ δt)−
∫
R

d~a′′ · ~B(t+ δt)−
∫
S

d~a · ~B(t). (1.3)

Substituting for ~da′′ = −~vδt× d~l and using a Taylor expansion about t, we get

δΦ =

∫
S

d~a · ∂
~B

∂t
δt+

∫ ∮
P

~vδt× d~l · ~B. (1.4)

The second term on the R.H.S of Equation 1.4 reduces to δt
∮
P
~v × d~l · ~B. Also note

that any change in ~B, in this term, is second order in δt. And we have,

δΦ

δt
=

∫
S

d~a · ∂
~B

∂t
+

∮
P

~v × d~l · ~B

dΦ

dt
=

∫
S

d~a · ∂
~B

∂t
−
∮
P

d~l · ~v × ~B, (1.5)

where we have used δt → 0 ⇒ δΦ
δt
→ dΦ

dt
. The rest follows using Faraday’s law and

Stokes’ theorem. Thus, we finally have

dΦ

dt
= −

∫
S

∇× (c ~E + ~v × ~B) · n̂ da (1.6)

dΦ

dt
=

d

dt

∫
S

n̂ · ~B da = −
∮
l

(c ~E + ~v × ~B) · d~l, (1.7)

where ~E is the electric field and n̂ is the unit vector pointing in the same direction

as d~a. d
dt

∫
s
n̂ · ~Bda in Equation 1.7 is the rate of change of total magnetic flux going

through the surface S and the term ~E+ ~v
c
× ~B is η ~J in resistive MHD. If η = 0 then total

flux is constant in time which precisely describes Figure 1.4. Therefore in ideal-MHD,
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Figure 1.5: Reconnecting electric field Ez is red and the magnetic field lines are blue.
The shaded plane lies in xz-plane. Dashed arrows are below the plane.

magnetic fields do not diffuse and flux is conserved. Unsurprisingly, plasmas are not

perfect conductors. Magnetic reconnection is possible when the frozen-in constraint is

no longer valid. Magnetic reconnection can be viewed as a break down of ideal-MHD

where the topology of magnetic field changes at the x-point.

1.4 Magnetic Topology

In 2D model, the magnetic field strength goes to zero at the null points classified

as X-points and O-points. X-points and O-points are critical points of the z-component

of the magnetic vector potential ψ (defined in Section 1.7.1) - saddle point and relative

extrema, respectively.

1.5 Definition of Reconnection Rate in 2D

In steady-state anti-parallel magnetic reconnection, the reconnection rate is cal-

culated by estimating the out of plane electric field Ez at the x-point (coordinate system
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shown in Figure 1.5). Ez is calculated from the rate at which magnetic flux flows into

or away from the x-point. Faraday’s law reads

dφB
dt

= −c
∮

~E · d~l (1.8)

where φB is the total magnetic flux through a loop, ~E is the electric field, t is time and

c is the speed of light. We employ this formula around a loop as shown in Figure 1.5.

The integration along the loop is divided into four segments. Segment III can be

extended all the way where the magnetic flux is not changing. Its contribution is

dropped. Segments II and IV cancel because of uniformity in ẑ-direction in 2D. With

only segment I remaining, Equation 1.8 is written as

1

h

dφB
dt

=
∂

∂t

∫
Bydx = −cEz (1.9)

where h is the length of segment I. Since Ez is directly proportional to the rate of

change of the total flux in 2D, it is used as a measure of reconnection rate4.

1.6 Steady-State Reconnection

While performing magnetic reconnection simulation, 2.5 dimensions convention

is often used to reduce computational expense. This means that the spatial domain

is confined to a plane (xy-plane in this thesis) and fields are defined to have direction

in all directions (xyz). Assuming no change along z-direction, we have, ∂z = 0. Here

we elaborate the mechanism of magnetic reconnection in steady-state. In steady-state,
∂
∂t

= 0 is assumed. If one were to take a snapshot of the dynamics at an earlier time in

steady-state and compare it to the present time, no difference in dynamics are found.

The continuity equation for the density n is

∂n

∂t
+ ~∇ · (n~u) = 0 (1.10)

4 Ez is typically normalized to the upstream magnetic field and the outflow velocity
to get the normalized reconnection rate.
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Figure 1.6: Plasma flowing in and out of the diffusion box in magnetic reconnection.

We further assume incompressibility and since D
Dt

= 0, we have ~∇·~u = 0. This implies,

uin =
δ

L
uout (1.11)

where uin ∼ uy is the inflowing plasma speed and uout ∼ ux is the outflowing plasma

speed. The derivation of Equation 1.11 is shown in Section 1.7.1. Similarly, using
~∇ · ~B = 0,

By =
δ

L
Bx (1.12)

where Bx is the horizontal component of magnetic field just upstream of the diffusion

box and By is the vertical component of the magnetic field just outside the outflow

region of the diffusion box. From the force balance equation

nm
d~u

dt
= −∇(P +

B2

8π
) +

~B · ∇ ~B
4π

, (1.13)
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the convective term on the left side of Equation 1.13 balances the curvature term of the

magnetic field on the right side to generate exhaust flows. We take the x-component

and scale it. This gives

mino
u2
x

L
∼ 1

4π

ByBx

δ
, (1.14)

u2
x ∼

B2
x

4πmin0

L

δ

By

Bx

, (1.15)

uout ∼ cAup, (1.16)

where ux = uout and cAup = Bx√
4πmin0

. Upstream of the diffusion box ideal-MHD is

valid. Ohm’s law in ideal-MHD is simply

~E ∼ −~u
c
× ~B. (1.17)

By ∼ 0 in the upstream region, thus the z-component of Equation 1.17 is

Ez ∼
uinBx

c
. (1.18)

The reconnection rate is generally defined in 2D as

uin ∼ c
Ez
Bx

∼ cAup
δ

L
. (1.19)

Note that Ez in the vicinity of x-line is space independent if the system is locally in

steady-state. This can be inferred when segment III is brought close to segment I in

Figure 1.5. The magnetic flux does not change in time in the loop integral.

So far we have just defined the reconnection rate and have not assumed what

breaks the frozen-in constraint. If the frozen-in constraint is broken solely due to η ~J ,

then it is often referred as collisional Sweet-Parker reconnection. The Ohm’s law in

non-ideal MHD is given by

~E +
~u× ~B

c
= η ~J. (1.20)

Inside the diffusion region, ~E = η ~J because | ~B| is small and the z-component of the

electric field is

Ez = ηJz. (1.21)
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The current in the diffusion region is calculated using Ampère′s law which gives

Jz =
cBx

4πδ
. (1.22)

Using Equations 1.18, 1.21 and 1.22, we get

uin ∼
ηc2

4πδ
(1.23)

Substituting Equation 1.19 in Equation 1.23, we get the reconnection rate for collisional

Sweet-Parker reconnection as

uin ∼
√
ηc2cAup

4πL
(1.24)

which depends on resistive term η and the length of the diffusion region.

1.7 Collisionless Hall Reconnection: Effect of Dispersive Wave Physics on

Electron Diffusion Region

Above we describe the physics of dissipation mechanisms that drives magnetic

reconnection using the Sweet-Parker analysis, where the collisional term in the Ohm’s

law η ~J plays the role of dissipation. In this section, we explore other terms in Ohm’s

law that break the frozen-in constraint.

1.7.1 Whistler Dynamics

We start by calculating the z-component of the vector potential ~A, which is

defined as ~B = ~∇× ~A. Expanding this relation in 2D, we get

~B =
∂Az
∂y

x̂− ∂Az
∂x

ŷ +

[
∂Ay
∂x
− ∂Ax

∂y

]
ẑ. (1.25)

Substituting Az = −ψ, the magnetic field in this reduced system can be defined as:

~B = −∂ψ
∂y
x̂+

∂ψ

∂x
ŷ +

[
∂Ay
∂x
− ∂Ax

∂y

]
ẑ (1.26)

Finally, we have
~B = Bz ẑ + ẑ × ~∇ψ, (1.27)
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where Bz = ∂Ay

∂x
− ∂Ax

∂y
. In the electron diffusion region, the dynamics of electrons are

important while ions have negligible effects. Therefore, the current is carried mostly

by electrons in the electron diffusion region (EDR) where the ions are present as a

neutralizing background. This assumption is neatly written as ~J ∼= −4πne
c
~ve and thus

we have

~ve ∼= −
c

4πne
(~∇× ~B) (1.28)

= − c

4πne
(~∇× ~z + ẑ∇2ψ). (1.29)

Using the electron momentum equation [Vasyliunas, 1975], we get

~E = −me

e

d~ve
dt
− ~ve

c
× ~B − ~∇ ·

←→
P e/ne (1.30)

where
←→
P e is the pressure tensor.

Here we explain previous important findings that are related to each term in

Equation 1.30. The first term on the right of Equation 1.30 is the electron inertia

term. The second term is essentially the Hall term disguised as 1
4πne

~J × ~B. The last

term, i.e., the electron pressure tensor term, can be decomposed into the diagonal

and the off diagonal terms. The convective term of the electron inertial term can

be neglected close to the X-line because the local velocity is close to zero (particles

meander and the bulk velocity averages out to zero) and the non-gyrotropic pressure

is equal to the reconnection electric field [Vasyliunas, 1975, Lyons and Brown, 1990,

Hesse and Winske, 1993, 1998]. The convective term becomes important away from

the x-line [Pritchett and Coroniti, 2004, Drake et al., 2005]. Note that, if one were to

use Ohm’s law of the form ~E = −~ve
c
× ~B − ~∇Pe/ne, where Pe is the diagonal part of

the pressure tensor, it would still be possible to show that electrons are frozen-in and

therefore reconnection would not be viable in this model. This is essentially because

the heat conduction of electron is really fast, see [Cowley, 2006]. The Hall term is

what we are interested in as it describes physics outside the electron diffusion region

15



but inside the ion diffusion region (IDR). Further away from the ion diffusion region,

MHD is valid. Using Faraday’s law

∂ ~B

∂t
= ~∇× (~ve × ~B) (1.31)

= ∇⊥ × [(~ve⊥ + vez ẑ)× ~B] (1.32)

where the ⊥ motion is used as perpendicular to ẑ. The ⊥ component of Equation 1.32

is,
∂

∂t
(ẑ × ~∇ψ) = ~∇⊥ × [~ve⊥ × (ẑ × ~∇ψ)]. (1.33)

Using ẑ × ~∇ψ = −∇⊥ × ẑψ, Equation 1.33 gives

∂ψ

∂t
= −[~ve⊥ × (ẑ × ~∇ψ)] (1.34)

= −~ve⊥ · ~∇ψ (1.35)

= −~ve · ~∇ψ. (1.36)

Lastly, expanding Equation 1.31,

∂Bz

∂t
=
[
(~∇ · ~B + ~B · ~∇)~ve − (~∇ · ~ve + ~ve · ~∇) ~B

]
· ẑ (1.37)

Using incompressibility ~∇·~ve = 0 and ~∇· ~B = 0 and after some algebra {(~ve · ~∇) ~B}· ẑ =

0, Equation 1.37 simplifies to,

∂Bz

∂t
= ( ~B · ~∇)vez (1.38)

The dynamical whistler equations are given by Equations 1.29, 1.36 and 1.38. These dy-

namical equations are well documented in previous works [Mandt et al., 1994, Biskamp

et al., 1997, Shay and Drake, 1998]. Below we use scaling analysis using these dynam-

ical equations to find the reconnection rate of collisionless Hall reconnection.

The x-component of Equation 1.29 is

vex = − c

4πne

∂Bz

∂y
∼ c

4πne

Bz

δ
. (1.39)
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Figure 1.7: (a) Newly reconnected magnetic field lines in the reconnecting plane (xy).
Analogous to perturbed field line in Figure 2.5 in Chapter 2. Electron
flows of black arrows here are represented by light blue in Figure 2.5. (b)
The electron flows drag the field line creating perturbed magnetic field in
z-direction. The newly reconnected magnetic field line is bent with large
exhaust velocity. (c) vex convects the field line away from the null point.
Reprinted from Mandt et al. [1994].
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L
δ ∼ de

vey

vex
̂x

̂y

Figure 1.8: Schematic of electron diffusion region. The width is denoted by length L
and the height by δ. The inflowing electrons vey are shown in red arrows
and the outflowing (exhaust) vex are shown in blue arrows. Standing
whistler wave dynamics play important role just outside the diffusion
region.

The convection time out of the dissipation region in Figure 1.8 is given by ∆t = L/vex.

By
∂Vez
∂y
∼ 0 because the diffusion region’s thickness is defined as the thickness of out-

of-plane current and noting that By is an order of magnitude smaller than Bx. Hence,

Equation 1.38 scales like Bx
vez
L
. Combining these relations, we get

Bzvex ∼ Bxvez (1.40)

The z-component of Equation 1.29 is given by

vez ∼
c

4πne

Bx

δ
. (1.41)

Substituting Equation 1.39 and 1.41 in Equation 1.40, we get Bx ∼ Bz and vex ∼

vez. The incompressibility condition ~∇ · ~ve ∼ 0 using the divergence theorem gives∮
S
~ve · d~a = 0, where S is the surface area with n̂ specifying the direction as shown in
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da1 ̂n

da2 ̂n

da3 ̂n

da4 ̂n

da5 ̂n

da6 ̂n( −L
2 , δ

2 , ϵ
2 )

( −L
2 , −δ

2 , ϵ
2 ) ( L

2 , −δ
2 , ϵ

2 )

( L
2 , δ

2 , −ϵ
2 )( −L

2 , δ
2 , −ϵ

2 )

̂x

̂y

̂z

Figure 1.9: Diffusion region is extended in the z-axis with total thickness ε repre-
sented by dotted black rectangle in the center of the box. Inflowing
electrons above the diffusion region points in −ŷ direction and +ŷ below
the diffusion region. Similarly, outflowing electrons points in +x̂ to the
right and −x̂ to the left.
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Figure 1.9. Expanding
∮
S
~ve · d~a,∫

~ve · da1(x̂) +

∫
~ve · da2(−̂x) +

∫
~ve · da3(−̂y)

+

∫
~ve · da4(ŷ) +

∫
~ve · da5(ẑ) +

∫
~ve · da6(−̂z) (1.42)

The last two terms in 1.42 cancel each other out. Clearly, ~ve at x = L
2
points in the

+x̂ direction and so on. Equation 1.42 turns into∫ ε/2

−ε/2

∫ δ/2

−δ/2
vex dy dz |x=L/2 +

∫ ε/2

−ε/2

∫ δ/2

−δ/2
vex dy dz |x=−L/2

−
∫ ε/2

−ε/2

∫ L/2

−L/2
vey dx dz |y=−δ/2 −

∫ ε/2

−ε/2

∫ L/2

−L/2
vey dx dz |y=δ/2 (1.43)

The integral along z-axis gives a factor of ε that is eliminated from ~∇ · ~ve ∼ 0. Thus,

we’ve shown that

vexδ ∼ veyL

vexδ ∼ vinL (1.44)

We have derived a simple continuity equation that can be deduced by inspecting the

structure of the dissipation region. Using vex ∼ vez, Equation 1.44 and Equation 1.41,

we get

vin ∼ vex
δ

L
∼ vez

δ

L
= d2

e

Ωe,up

L
(1.45)

where, Ωe,up = eBx
mec

is based on the upstream magnetic field (Bx) and de = c/ωpe. The

reconnection rate defined here as vin does not depend on δ5. This expression holds

true even if δ → 0. Therefore, the dynamics of the dissipation region and the mech-

anism that breaks the ideal MHD frozen-in constraint on the electrons has no impact

on the reconnection rate [Mandt et al., 1994, Shay and Drake, 1998]. The standing

whistler wave structure also explains the generation of quadrupolar Hall magnetic field

in reconnection. The bending of the magnetic field lines as it propagates away from

5 Normalized reconnection rate is vin
vex

= vin
vout
∼ δ

L
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the diffusion region is shown in Figure 1.7. Since whistlers tilt the magnetic field line

and Bz is π
2
out of phase from the reconnecting magnetic field Bx, the quadrupolar Bz

structure is a result of whistler dynamics. The relation between Bx and Bz is similar

to a plot shown in Figure 2.10(c) in Chapter 2. One can easily verify this result by

inserting whistler dispersion relation in Equation 2.23.

1.7.2 Kinetic Alfvén Wave Dynamics

Kinetic Alfvén waves are associated with magnetic reconnection in the presence

of a guide field6. One key signature is that the electron density perturbation is en-

hanced oppositely in the region of the quadrupolar Hall magnetic field [Kleva et al.,

1995, Drake, 1995]. Even without an imposed guide field, magnetic reconnection can

be understood as coupling to KAWs when significant out-of-plane magnetic field is

generated along the separatrices [Shay et al., 2001b, Pyakurel et al., 2018]. The dy-

namical equations for KAWs are discussed below. Using the same form of magnetic

field discussed in Section 1.7.1, we have

∇‖ = b̂ · ~∇ = bx
∂

∂x
+ by

∂

∂y
, (1.46)

where b̂ =
~B
B
. The definition from Equation 1.26 gives us

∇‖ =
1

B

[
−∂ψ
∂y

∂

∂x
+
∂ψ

∂x

∂

∂y

]
(1.47)

=
ẑ

B
× ~∇ψ · ~∇. (1.48)

For simplicity, in the guide field limit along the separatrices away from the

electron diffusion region, we assume that the ions respond through polarization drift.

Outside the diffusion region, overall dynamics of ions are governed by ~E × ~B drift

motion. In this limit, the ion dynamics are electrostatic, ~E = −~∇φ, and ~v⊥ = c
~B×~∇φ
B2

where φ is the electrostatic potential. The divergence of this motion is approximately

zero. Using the continuity equation of ions, it can be shown that ~E × ~B drift does

6 Guide field is the presence of Bz initially along z-direction with the coordinate system
shown in Figure 1.5.
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not contribute to any change in density. Thus, any change in density must come

from polarization drift7. The in-plane electric field component Ey is large and its full

derivative in time is what constitutes of the polarization drift motion. It is

~vp = − c

ωcB

d~E⊥
dt

. (1.49)

In steady state, d
dt

= ~v · ~∇. The ions drift into the inflowing region. As the
~E × ~B drift increases in the exhaust region, this energy comes from the polarization

drift. The linearized continuity equation of ions is ∂ni

∂t
+ ~∇ · (ni~vi) = 0. Rearranging

this continuity equation, we have dni

dt
= −ni~∇·~vi. The linearized form of this equation

is
dni
dt

= −n0
~∇ · ~vi. (1.50)

Also, ~∇⊥φ = ~∇φ − b̂(b̂ · ~∇)φ = − ~E⊥. Substituting this relation and Equation 1.49 in

Equation 1.50, we get density perturbation from the drift polarization as

ni ∼
n0c

Ωi,z

1

Bz

∇2
⊥φ, (1.51)

where Ωi,z = eBz

mic
.

For simplicity, we include the resistive term in Ohm’s law and ignore the inertial

term in Equation 1.30. We also assume isotropic pressure and isothermal equation of

state. The parallel electric field is given by

E‖ = ηJ‖ −
Te
n0e
∇‖n. (1.52)

Taking the dot product of ~E = ~∇φ+ 1
c
∂ ~A
∂t

with b̂ and noting that |Bz| is large, E‖ = 1
c
∂ψ
∂t
.

Using Ampère’s law and once again the definition of ~B, J‖ = c
4π
∇2ψ. Substituting

the parallel electric field and current in Equation 1.52, we get one of the dynamical

equations that govern KAWs as

dψ

dt
+ cρ2

s∇‖∇2φ− ηc2

4π
∇2ψ = 0. (1.53)

7 This approximation is only valid so long as Te ∼ Ti. If Ti � Te, two-fluid approxi-
mation is required which is described in Chapter 2
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where ρs =

√
Te/mi

Ωi,z
The other dynamical equation of kinetic Alfvén waves is found by

taking the z-component of the curl of the momentum equation shown in Equation 1.13.

The curl of the pressure terms vanish, and we have ~∇×( ~B · ~∇) ~B = −~∇×( ~B×(~∇× ~B)).

Also noting that ~∇× ~B = ẑ∇2ψ and ~∇× (~z × ~∇φ) = ẑ∇2φ, we get

Bz
c

c2
A,z

d∇2φ

dt
= −~∇×

[
ẑ × ~∇ψ × ẑ∇2ψ

]
(1.54)

= −~∇(∇2ψ)× ~∇ψ (1.55)

= −Bz

[
∂ψ

∂y

∂

∂x
− ∂ψ

∂x

∂

∂y

]
∇2ψ (1.56)

The second dynamical equation is

d∇2φ

dt
=
c2
A

c
∇‖(∇2ψ) (1.57)

Linearizing Equations 1.53 and 1.57, we get

ω2 = k2
‖c

2
A(1 + k2

⊥ρ
2
s) (1.58)

which has an extra added term with shear Alfvén waves when k⊥ρs > 1. This scaling

of KAWs comes into play when k⊥ρs & 1, and we find that the scale length of the ion-

diffusion region is ρs ∼ ρi if Te ∼ Ti. As is seen in Chapter 4, in the large guide-field

limit and β ∼ 1, the scaling of reconnection rate is about ∼ 0.1cA for fully ion coupled

reconnection. We further explore the length scales of the ion-diffusion region in the

guide-field case at which the ions couple to magnetic reconnection in later chapters.

Further, the dynamics of KAWs on the electron diffusion region is similar to whistlers

in the sense that the reconnection rate does not depend on δ.

Building on previous work on whistlers, we formally derive a Sweet-Parker like

scaling analysis of the electron diffusion region when guide field is introduced. It serves

us with some insightful physical intuition of the diffusion region8. For β � 1, the

8 This analysis was formulated by Professor Michael Shay and as far as we know has
not been shown in literature.
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electrons primarily flow parallel to field lines to create a density perturbation. Using

this fact, we have

∂n1

∂t
∼ n0∇‖ve‖

n1

n0

∼
ve‖∆t

L‖
, (1.59)

where ∆t is the time scale associated to the change in density n1 and L‖ is the parallel

distance. Within the electron diffusion region, ~ve ∼ c
4πne

~∇× ~B. The components of ~ve

scale as

vex ∼
c

4πn0e

Bz

δ
(1.60)

vez ∼
c

4πn0e

Bx

δ
. (1.61)

The pressure balance equation gives

Bz =
4πn1T

B0z

. (1.62)

Substituting Equation 1.62 into Equation 1.60, we get the following relation:

vex ∼
n1

n0

c2
s

Ωi,z

1

δ
. (1.63)

The density perturbation from Equation 1.59 is replaced in Equation 1.63 and we have

vex ∼ d2
i

Bx

B0z

∆t

L‖

c2
s

δ2
, (1.64)

where di = c
ωpi

and c2
s = T

mi
. The parallel distance in the guide field is approximately

LBz0

Bx
where L is the length of the diffusion box as shown in Figure 1.8 and the time

taken by the field line to traverse the diffusion region is L‖
vex

. Thus, we have

vex ∼
d2
i

δ2

B2
x

B2
0z

c2
s

vex

vex ∼
di
δ

Bx

B0z

cs. (1.65)

The reconnection rate takes the form

vin ∼
Bx

B0z

di
L
cs, (1.66)

which has no dependence on δ, once again.
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Chapter 2

DISPERSIVE WAVE PHYSICS IN MAGNETIC RECONNECTION
AND KINETIC EFFECTS

2.1 Two-fluid Linear Waves

In this section, we will use basic linear theory to derive insights into different

plasma systems. The first part of this Chapter explores plasmas that are fluid-like. A

more detailed kinetic picture of plasma is covered at the end of this Chapter where

non-collisional damping is investigated. We adopt a two fluid description to study the

plasma waves we are interested in. Alfvén waves, whistler waves and kinetic Alfvén

waves are then derived. We choose these waves because their wave properties are often

invoked while investigating magnetic reconnection.

The two fluid description can be derived using the electron equation of motion.

We follow the blueprint prescribed in Rogers et al. [2001]. The equation governing the

motion of electron fluid is

~E = −me

e

d~ve
dt
− ~ve

c
× ~B −∇Pe/ne. (2.1)

Note that ~ve = ~vi −
~J
ne
. Substituting this in Equation 2.1 while ignoring the

ion velocity (~vi ∼ 0) in the first term of the right hand side of the equation, and using

Faraday’s law gives

∂ ~B

∂t
= − c2

4πne2

me

d

dt
(∇× (∇× ~B)) +∇× (~u× ~B)− e

mc
∇× ((∇× ~B)× ~B), (2.2)

where ~vi = ~u and mi = m. The continuity equation is given by

∂n

∂t
+∇ · (n~u) = 0. (2.3)
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z

y

θ

⃗B 0

⃗k

Figure 2.1: The wave vector ~k lies in y-direction. The background magnetic field ~B0

spans y-z plane.

Lastly, the momentum evolution equation is

nm
d~u

dt
= −∇(P +

B2

8π
) +

~B · ∇ ~B
4π

. (2.4)

In order to linearize the equations, we assume that the plasma is perturbed

around an equilibrium. For example, the fields are perturbed around ~B0 and ~E0 and

similarly around u0 and the density n0. Hence, they are written as

~E = ~E0 + ~E1 = ~E0 + ~̃E1 exp[i(~k · ~x− ωt)]

~B = ~B0 + ~B1 = ~B0 + ~̃B1 exp[i(~k · ~x− ωt)]

~u = ~u0 + ~u1 = ~u0 + ~̃u1 exp[i(~k · ~x− ωt)]

n = n0 + n1 = n0 + ñ1 exp[i(~k · ~x− ωt)].

(2.5)

To close these system of equations, we assume isothermal equation of state

where the ratio of specific heats γ = 1, giving Pi = nTi and Pe = nTe
1. In the frame of

equilibrium plasma flows, ~u0 and ~E0 is zero. Without any further loss of generality, we

assume that the wave vector is in the ŷ direction and the background magnetic field
~B0 is in the yz-plane as shown in Figure 2.1.

1 ni ∼ ne ∼ n is assumed.
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Substituting Equation 2.5 in Equation 2.2, we get the following equation :

−iω ~B1 = id2
eωk

2 ~B1 + i[kB0y~u− (~k · ~u) ~B0] +
e

mc
d2
i (
~k × ~B1)B0yk (2.6)

where de = c/ωpe = c/
√

4πn0e2/me and di = c/ωpi = c/
√

4πn0e2/mi. Sorting out

Equation 2.6 gives us following equations which will come in useful for the construction

of the dispersion relation:

−iω(1 + d2
ek

2) ~B1 = ikB0y(ux1x̂+ uy1ŷ + uz1ẑ)

− (~k · ~u)(B0yŷ +B0z ẑ)

+
e

mc
d2
i kB0y(kyB1zx̂− kyBx1ẑ).

(2.7)

From the force balance equation 2.4, we have

min0ω~u1 = − k

4π
By0Bx1x̂+ (Tn1 +

Bz0

4π
Bz1)kŷ − k

4π
By0Bz1ẑ. (2.8)

Lastly, the continuity equation from 2.3 gives

n1 =
n0

ω
kyuy1. (2.9)

Rearranging Equations 2.7 - 2.9, we get a matrix that has the following form:

−iω(1 + d2
ek

2) − e
mc
d2
i k

2By0 −ikBy0 0 0 0

e
mc
d2
i k

2By0 −iω(1 + d2
ek

2) 0 ikBz0 −ikBy0 0

k
4π
By0 0 mn0ω 0 0 0

0 − k
4π
Bz0 0 mn0ω 0 −Tk

0 k
4π
By0 0 0 mn0ω 0

0 0 0 −n0k 0 ω





Bx1

Bz1

ux1

uy1

uz1

n1


=
[

0
]

Now that we have derived the full dispersion tensor of the two-fluid model, we are

equipped to derive whistler waves and KAWs. Taking the determinant of this matrix

gives us the dispersion relation

ν6 −
[
c2mk

c2Ak

+
1

D

(
1 +

k2d2i
D

)]
ν4 +

1

D

[
c2mk

c2Ak

+
c2s
c2Ak

(
1 +

k2d2i
D

)]
ν2 − c2s

D2c2Ak

= 0, (2.10)
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where ν = ω
kcAy

, c2
Ay =

B2
y0

4πmin0
, D = 1 + k2d2

e, de = c
ωpe

, c2
A =

B2
0

4πmin0
, c2

s = Te+Te
mi

,

c2
mk =

c2A
D

+ c2
s and c2

m = c2
A + c2

s. We denote cAy as cAk interchangeably as ~k points in

the y-direction. In order to solve Equation 2.10, we simplify it in terms of polynomials

of ( ω
Ωi

)2. This equation when expanded takes the following form

A3

−
[

1

Dcos2(θ)
+

β

2cos2(θ)
+

1

D

(
1 +

k2d2
i

D

)]
(k2d2

i )cos
2(θ)A2

+
1

D

[
1

Dcos2(θ)
+

β

2cos2(θ)
+

β

2cos2(θ)

(
1 +

k2d2
i

D

)]
(k4d4

i )cos
4(θ)A

− β

2D2
(k6d6

i )cos
4(θ)

= 0,

(2.11)

where A = ( ω
Ωi

)2 and β = 2c2s
c2A

. One can solve the roots of this equation to obtain

the value of ω
Ωi
. Equation 2.10 contains many regimes of waves depending on the

propagation angle and the magnetic energy relative to the thermal energy i.e. β.

Parameters chosen for this Chapter are given in Table 2.1. The dispersion curves for

Case β θ me/mi Te/Ti
Cm

Cs

Cm

CAk
de/di Regime

I 0.1 55. 1/1836 1/10 14.17 1.74 42.8 Whistler only
II 0.1 89.0 1/1836 1/10 14.17 16.42 42.8 KAW only
III 10 55. 1/1836 1/10 1.09 4.27 42.8 KAW and Whistler
IV 10 89.0 1/1836 1/10 1.09 40.12 42.8 KAW only

Table 2.1: Plasma parameters for small and large beta with obliquely travelling waves.
Real mass ratio is chosen with electrons ten times cooler than ions.

β = 0.1 and β = 10 are plotted in Figure 2.2 and 2.3. The dashed curve in Figure

2.2(a) shows whistler waves in the wave number regime cm
cs
� kdi � di

de
bounded by two

dotted vertical black lines. On the other hand, the kinetic Alfvén wave dispersion curve

is shown by the dashed blue curve existing in cm
cs
� kdi � di

de
in Figure 2.2(b) between

two dotted vertical black lines. For large β, β = 10, Figure 2.3(a) is shown to have a

large range of whistler wave regime. The whistler regime is shown in between the dotted
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black lines denoted by cm/cAk and di/de. Whistler waves in this parameter regime start

at kdi � 1. For highly oblique propagation and large β, shown in Figure 2.3(b), the

dashed red line looks like a straight line. This line approaches kdi = di
de

well before

kdi = cm
cAk

. Hence, whistlers do not exist in this regime. In general, whistlers have very

broad frequency spectrum. Kinetic Alfvén waves can also occupy broad spatial scales.

Note that the spatial scale of kinetic Alfvén waves is larger than whistler waves.

To derive the whistler waves the following approximations are made. For whistler

waves, the phase velocity is larger than the magnetosonic waves given by (ω
k
)2 � c2

A+c2
s.

Further, we know that the whistler wavelength cannot be smaller than electron inertial

scale de and the wavelength at most can be of ion inertial scale di. Therefore, we im-

pose de < k−1 < dk where dk = di
cAk

cm
= di

cos(θ)√
1+β/2

. Note that, the upper limit of cAk

cm
is

1. Equating the first and second term of Equation 2.10 and using the approximations

discussed above, we get

ω2

k2c2
Ay

≈ c2
m

c2
Ay

+ k2d2
i . (2.12)

The final approximation in Equation 2.12 is kdi > cm
cAy

giving us the whistler wave

dispersion relation,
ω

k
= kdicAy (2.13)

The phase velocity of whistlers depends on k, making it a dispersive wave. As the

wavelength of whistlers become smaller, we expect the wave to propagate faster. Using

this dispersion relation, we calculate the parallel (v‖g) and perpendicular v⊥g group

velocities.

v‖g =
∂ω

∂k‖
= kdicA + k‖dicAy (2.14)

v⊥g =
∂ω

∂k⊥
= k⊥dicAy. (2.15)

where k‖ = k cos(θ) and k⊥ = k sin(θ).
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Figure 2.2: Dispersion relation for cases I and II shown in Table 2.1. (a) For low
β, kinetic Alfvén waves do not exist for a propagation angle of θ =
55 whereas whistlers exist for this regime occupying broad wavenumber
space. (b) KAWs occupy large wavenumber space since, for these plasma
parameters, whistlers don’t exist.

As noted in Equation 2.14 and Equation 2.15, the perpendicular and the parallel

velocities of whistler waves are angle dependent. For oblique propagation, k ∼ k⊥ and

we get the following group velocities of whistler wave

v‖g ∼ kdicA (2.16)

v⊥g =
∂ω

∂k⊥
= k⊥dicAy = k‖dicA sin(θ) ∼ k‖dicA. (2.17)

Subsequently, we derive the dispersion relation of kinetic Alfvén waves (KAW).

KAWs are more complicated as the electron inertia term and the pressure term in

the momentum equation 2.4 contribute to the wave. The phase velocity of KAWs is

larger than the Alfvén speed and less than the sound speed, c2
Ak � ω2

k2
� c2

s. Imposing

k2d2
e � 1, c2s

c2m
� k2d2

i �
c2m
c2Ak

and equating the second and third terms in Equation 2.10

we obtain

ν2 ≈
1 + c2s

c2m
(1 + k2d2

i )

1 +
c2Ak

c2m
(1 + k2d2

i )
. (2.18)
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Note that in Equation 2.18, c
2
Ak

c2m
� 1 and so c2Ak

c2m
k2d2

i � 1. Therefore, the denominator

tends to 1. Using these approximations, we finally get the dispersion relation of KAWs

as

ν2 ≈ c2
s

c2
m

k2d2
i

ω

k
= cAy

cs
cm
kdi. (2.19)

It is seen that KAWs are dispersive like whistler waves. To explore the physics govern-

ing KAWs, we invoke eigenvectors calculated from Equations 2.6-2.9. Expressing all

the quantities in term of the perturbed magnetic field in the x-direction gives us the

following eignenvectors. Here, we use normalized quantities where the velocities are

normalized to cA, frequency to Ωi and magnetic fields to B0.

ux1 = −kdiBx1 cos(θ)/ω (2.20)

uy1 = tan(θ)
i[(kdi cos(θ))2 − ω2D]

kdi[ω2 − k2d2
i
β
2
]

Bx1 (2.21)

uz1 =
−i[(kdi cos(θ))2 − ω2D]

(kdi)ω2
Bx1 (2.22)

Bz1 =
i[(kdi cos(θ))2 − ω2D]

k2d2
iω cos(θ)

Bx1 (2.23)

n1 =
tan(θ)

ω

i[(kdi cos(θ))2 − ω2D]

[ω2 − k2d2
i
β
2
]

Bx1 (2.24)

The components of the electric field in the two fluid model can be readily cal-

culated using Ohm’s law:

Ex = −uy1 sin(θ) + uz1 cos(θ) + ikdi cos(θ)Bx1 (2.25)

Ey = ux1 sin(θ)− ikdi sin(θ)Bz1 − ikdi
Te
Ti
v2
thin1 (2.26)

Ez = −ux1 cos(θ) + ikdi cos(θ)Bz1 (2.27)
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Figure 2.3: Dispersion relation for cases III and IV shown in Table 2.1. (a) For large
β and less oblique waves kinetic Alfvén waves and whistlers both exist
occupying broad wavenumber spectrum. (b) For highly oblique wave,
whistlers do not exist while KAWs span large range of kdi.

And similarly the electron flows can be written as

vex = ux1 − i kdi Bz1 (2.28)

vey = uy1 (2.29)

vez = uz1 + i kdi Bx1 (2.30)

2.2 Comments on full numerical Vlasov linear dispersion solver

We have opted to use open source code the New Hampshire Dispersion Rela-

tion Solver (NHDS) [Verscharen et al., 2013] to get solutions of the full linear Vlasov

dispersion tensor. The details of the code is beyond the scope of this thesis; nonethe-

less, it is a great resource for us to understand kinetic effects that are removed from

the present two-fluid analysis. The coordinate system used in NHDS is different from

our analysis. The coordinate system in our two-fluid analysis was chosen based on

magnetic reconnection simulations that will be presented in later Chapters. Therefore,

it is important that a correct coordinate transformation be used while comparing our

analysis with the results from NHDS. In Figure 2.4, the un-primed coordinate system is

for the two-fluid coordinate system and the primed coordinate system is for the NHDS
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Figure 2.4: Primed coordinate system is used by NHDS while the un-primed are
for the two-fluid analysis. The background magnetic field ~B0 lies in the
z′-direction and the wave vector ~k in the x′ − z′ plane.

coordinate system. Any vector in the primed system can be rotated by using a simple

rotation matrix. The rotation matrix
←→
R is given by

←→
R =


0 −1 0

sin(θ) 0 cos(θ)

− cos(θ) 0 sin(θ)

 , (2.31)

where θ is the angle between the wave vector ~k and the ambient magnetic field ~Bo.

The analyses presented in Section 2.4 are based on numerical results from NHDS.

2.3 Whistler waves

The dynamics of whistler waves are already covered in Michael Shay’s thesis

(1998). To further examine similarities and differences between whistlers and KAWs,

we have included some analysis of whistlers in this thesis as well. For comparison

purposes with the KAW, we focus on oblique whistler waves. Note, however, that the

basic dynamics of parallel propagating whistlers are essentially the same as the oblique

case, although the parameter space where they exist may be different. Whistlers are
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Figure 2.5: (a) and (b): The bending of the magnetic field line produces current which
in turn induces perturbed magnetic field perpendicular to the plane.
Whistlers are circularly polarized. (c) Causality diagram of whistler wave
is shown. Electrons are frozen in with negligible pressure perturbation.

inherently three-dimensional. The electron flows being frozen-in to the field creates

a perturbation perpendicular to the initial disturbance in the magnetic field, thereby

making electrons flow in the perpendicular plane. This makes the wave circularly

polarized. Any perturbation in the density is not a primary effect, which means that the

dynamics of the force balance equation does not significantly change the propagation

properties of the wave. In other words, the dispersion relation of whistlers are not

affected. This is one of the main differences between KAWs and whistlers. For low

β plasma, the density perturbation has a drastic effect on KAWs. An example of

whistler waves can be understood physically from Figure 2.5. Suppose a magnetic
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field line pointing in the y-direction is perturbed in the x-direction with an amplitude

Bx. Due to the bending of the field line, currents are induced in the z-direction. At

each crest and trough of the wave, the electron flows are in opposite direction. This

makes the magnetic field lines twist. This by necessity means a larger perturbation

in z-component of the magnetic field. Therefore, the standing whistler wave circularly

rotates. This standing whistler wave is a combination of two oppositely travelling

whistler wave.

2.4 Kinetic Alfvén waves

The behaviour of oblique kinetic Alfvén waves (KAW) for large and small β are

different. For large β and large kdi, the dispersion relation of KAW is the same as a

whistler. Therefore, separating these waves can be difficult. However, there are other

key signature differences between these waves. Total pressure balance holds quite well

for all oblique KAWs, while this is not the case for oblique whistlers. The perturbation

in the magnetic field can also be different for these waves depending on the β regime.

Once again, we start by adding perturbation Bx as shown in Figure 2.6. Just like

the whistlers, the electron flows bend the field lines but with an added complication

of density perturbation. For low β KAW, a small Bz perturbation is enough for the

density to vary periodically in the wave propagation direction i.e, y-direction. The

pressure balance in obliquely travelling wave in this thesis, chosen at θ = 89o, gives

very small ion and electron flows in the y-direction. The largest electron flows are

mostly in the parallel direction along ẑ. The causality diagrams for the kinetic Alfvén

wave are shown in Figure 2.6.

Two-fluid approximation gives excellent agreement when compared to its kinetic

counterpart. The results of the comparison of the electric field and pressure balance

are shown in Figure 2.7. The electric field rotating in the xz-plane is highly elliptical

in this parameter regime. Arbitrary 1st and 2nd points denoted by ∗ and · in blue and

red colors are picked very close to each other. This determines the direction of rotation

of electric field about y-axis. It is right handed if one were to look at the ~k direction.
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Figure 2.6: (a) Electrons flow parallel to magnetic field lines, i.e, in the yz-plane.
Since they are frozen-in they also drag the field lines along x produc-
ing Bx. (c) Bz is induced because of the current in x-direction. Ions
flow along y to counter the density drop to balance magnetic pressure.
Causality diagrams of standing kinetic Alfvén waves (KAW) for low and
high β are shown in (b) and (d), respectively. Note that this illustra-
tion is a standing wave. KAWs are elliptically polarized, however their
behavior can be different depending on plasma beta. KAWs have ap-
proximate pressure balance and Bx and Bz are phase shifted by π

2
. For

high β plasma, this density perturbation is not so large, however for
low beta plasma, density perturbation can be significant. High β KAWs
qualitatively behave like whistlers.
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We find that the total pressure in the two-fluid model is nearly constant whereas the

full-kinetic dispersion deviates slightly from the two-fluid model.

Though the behaviour of KAWs look very similar in the two-fluid analysis and

the full Vlasov dispersion solver, there are some very important distinctions when it

comes to analyzing the response of ions. This is seen in Figures 2.7, 2.8, 2.9, 2.11

and 2.12. It is clear using both kinetic and two-fluid models from these figures that

the electron flows are primarily parallel to magnetic field and the ion response is per-

pendicular in the low β regime. In the high β regime, ions primarily flow parallel to

the magnetic field too. One key difference that deserves a second look is shown in

Figure 2.14 for large β. It is clear that the ion flow for large β (Case IV) decreases

much faster than the low β (Case II). In other words, the ions are demagnetized earlier

in high beta case. The scale that two-fluid analysis separates MHD and kinetic Alfvén

waves is when kdi = cm
cs
. This scale is very close to k⊥ρi = 1 for the low β case which

is shown in Figure 2.13. On the other hand, kdi = cm
cs

does not accurately describe

the transition of MHD to kinetic Alfvén waves in high β plasma, also apparent in

Figure 2.14.

2.5 Landau Damping

Landau damping is a collisionless damping mechanism exhibited in plasmas.

This mechanism is particularly interesting because techniques from complex analysis

are used to recover the the damping rates of plasma waves [Landau, 1946]. It was

experimentally verified in 1964 by Malmberg and Wharton [1964]. Before we dive into

the mathematical formulation of Landau damping, it is helpful to develop some basic

physical intuition of this particular mechanism. The damping of plasma waves happen

in the fields, both for the electric and magnetic fields. Therefore, a very simple question

arises as to where does the energy stored in fields transfer too. It is the particles that

gain energy and thereby increases kinetic energy. Another similar damping is called

the cyclotron resonance when the Doppler-shifted frequency ω − k‖v‖ is equal to an

integer multiple of gyro-frequency Ωc.
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Figure 2.7: Case II: Wave number kdi = 9.36 is chosen such that Equation 2.19
matches with the dashed blue curve in Figure 2.2(b) within the KAW
regime. (a) x and y components of electric field are plotted along hori-
zontal and vertical axis as a function of x/di. The range of x/di is defined
by 2π/kdi. (b)Pressure balance holds more-or-less in both models. (c)
The perturbation of the magnetic field in the z-direction is small com-
pared to the x-direction. (d) The density perturbation is quite large for
this parameter regime. (e) Ion velocities of each component. Except for
y and z components, the fluid model and the kinetic model differ signif-
icantly, however, they have the same order of magnitude. (f) Electron
velocities for both the models are similar.
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Figure 2.8: Case II: Components of parallel flows are shown. (a)Largest parallel flows
are in the z-direction. (b) Electron flows are primarily in the z-direction.
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Figure 2.9: Case II: Components of perpendicular flows are shown. (a) The largest
ion flows are in the x and y-directions. The kinetic calculation shows that
vi⊥y is the largest flow whereas two-fluid model shows in the x-direction.
(b) Most perpendicular electron flows are in the x-direction

39



0.100 0.075 0.050 0.0250.000 0.025 0.050 0.075 0.100
Ex

0.10

0.05

0.00

0.05

0.10
E z

(a)

Two Fluid
1st

2nd
Vlasov

1st
2nd

0.0 0.2 0.4 0.6 0.8 1.0
X(di)

1.0

0.5

0.0

0.5

1.0 (b)

nT
Kinetic:nT
B2

Kinetic : B2

Total Pressure
Kinetic: Total Pressure

0.0 0.2 0.4 0.6 0.8 1.0
X(di)

1.0

0.5

0.0

0.5

1.0 (c)

Bz

Kinetic:Bz

Bx

Kinetic:Bx

0.0 0.2 0.4 0.6 0.8 1.0
X(di)

0.2

0.1

0.0

0.1

0.2 (d)
n Kinetic:ni Kinetic:ne

0.0 0.2 0.4 0.6 0.8 1.0
X(di)

0.1

0.0

0.1
(e)

Vix

Kinetic:Vix

Viy

Kinetic:Viy

Viz

Kinetic:Viz

0.0 0.2 0.4 0.6 0.8 1.0
X(di)

5.0

2.5

0.0

2.5

5.0 (f)

Vex

Kinetic:Vex

Vey

Kinetic:Vey

Vez

Kinetic:Vez

Figure 2.10: Case IV: Wave number kdi = 6.31 is chosen such that Equation 2.19
matches with the dashed blue curve in Figure 2.3(b) within the KAW
regime . (a) x and y components of electric field are plotted along
horizontal and vertical axis. The range of x/di is defined by 2π/kdi.
The electric field rotating in the xz-plane is approximately circular in
this parameter regime. Right handed if one were to look at ~k direction.
(b) The pressure balance holds more-or-less in both models (c) The
perturbation of magnetic field in the z-direction is about the same as
x-direction. (d) Density perturbation is small for this parameter regime.
(e) Ion velocities of each component. Except for y and z components,
the fluid model and the kinetic model differ significantly, however, they
have the same order of magnitude. (f) Electron velocities for both the
models are similar.
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Figure 2.11: Case IV: Components of parallel flows are shown. (a) Largest parallel
ion flows are in the z-direction. (b) Electron flows are primarily in the
z-direction.
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Figure 2.12: Case IV: Components of perpendicular flows are shown. (a) Kinetic cal-
culation shows that perpendicular ion flows are in the x and y direction
whereas the two-fluid analysis shows they are mostly in the x-direction.
(b) Perpendicular electron flows are primarily in the x-direction.
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wave branch is shown for two-fluid and kinetic dispersion solver. They
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A brief analogy of Landau damping in plasma can be found from an example

shown in Figure 2.15. This is similar to surf-boarder riding a wave example usually

shown in textbooks e.g. [Chen, 1974]. Skiing provides a natural analogy for Landau

damping of fields when particles gain energy. The group of bears in the back can be

considered as a plasma wave riding a potential surface while the front bear A is the

individual particle that gains energy. The hill in the picture can be regarded as the

electric potential that governs the trajectory of particles. There are multiple bears

downhill skiing. Three bears at the back are moving together with constant velocity vc

and Bear A in Figure 2.15 is moving with velocity v. Bear A is attached to a rope that

is tied to the group in the back. If vc < v then this would slow down Bear A because

the rope acts as a tension force. In doing so, Bear A slows down compensating this via

energy transfer. Similarly, when the positions of the group and Bear A are reversed,

Bear A gains speed if vc > v. The force due to an electric field acts similar to the

tension force in the rope.

To illustrate this concept in terms of distribution of particles, in Figure 2.16

is shown a one dimensional distribution function f(v). If the distribution function f

has a negative slope close to the resonant particles then on average, energy from the

wave is transferred to resonant particles as there are more particles to the left of the

distribution f . This is seen when the Vlasov equation is linearized, and the dispersion

relation in the electrostatic approximation takes the form

ω2
p

k2

∫ ∞
−∞

∂f0
∂v

v − ω
k

dv = 1 (2.32)

where f0 is the unperturbed part of the distribution function f . The simplest choice for

f0 is Maxwell-Boltzmann distribution. The solution to this Equation 2.32 depends on

where ω lies in the complex plane of v. The concept of analytical continuation comes

in useful as the integral in Equation 2.32 is ill-posed at v = ω
k
. Using this concept,

Landau proposed integral contours eliminating this difficulty. Thus, we may further
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Figure 2.15: Skiing provides a natural analogy for Landau damping of fields when
particles gain energy. The group of bears in the back can be considered
as a plasma wave while the front bear A is the individual particle that
gains energy.
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Figure 2.16: A one dimensional distribution function f of particles: Particles with
velocity close to the wave phase speed ω

k
are in resonance.

write Equation 2.32 conditionally as

ω2
p

k2

∫ ∞
−∞

∂f0
∂v

v − ω
k

dv = 1, Im(ω) > 0, (2.33)

ω2
p

k2

∫ ∞
−∞

∂f0
∂v

v − ω
k

dv −
2πiω2

p

k2

∂f0(ω/k)

∂v
= 1, Im(ω) < 0 (2.34)

where integrals are taken along the real v axis. Also note that the plasma dispersion

function Z(ξ) has a similar form like the integral in Equation 2.32. As we will see in

subsequent discussion of Landau damping of kinetic Alfvén wave, the dispersion tensor

contains plasma dispersion function Z in all of its elements. In other words, Landau

damping terms are traced to this plasma dispersion function Z. More illuminating

discussion on physical mechanism of Landau damping is shown in Dawson [1961].

Now that we have some level of intuitive understanding of Landau damping, we

will explore a bit more on the mathematical formalism of how linear Landau damping

works. In order to get quantitative measure of collisionless damping rate, we have to

treat plasma as a kinetic system. In other words, we invoke the Vlasov equation. The

fluid formulation of plasma can give other kinds of dissipation e.g. viscous dissipation,

but the collisionless damping can only be explored using kinetic formulation of plasma.
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Much of the kinetic formulation of plasmas can be found in standard textbooks [Chen,

1974, Krall and Trivelpiece, 1986, Stix, 1992], so we won’t go through the details of

rederiving the linear dispersion tensor. We use general dispersion tensors provided

in standard textbooks and appropriate approximations are discussed to derive kinetic

Alfvén wave damping rate.

2.6 Derivation of Landau Damping of Kinetic Alfvén Wave

In order to derive Landau damping of kinetic Alfvén wave, we have to inspect

the full linear dispersion tensor of a hot magnetized uniform plasma. We follow a

similar method presented in Lysak and Lotko [1996], however, we further extend this

formalism to analytically calculate kinetic Alfvén wave damping rate. The following

steps are taken to get the dispersion relation. For simplicity, we only take two species,

namely ions and electrons. The perturbed current density is

~J1 = n0e

∫
(f1i − f1e)~vd~v, (2.35)

where f1 is the perturbed distribution governed by the Vlasov equation. The Ohm’s

law is
~J =←→σ · ~E (2.36)

where ←→σ is the conductivity tensor. Substituting Equation 2.36 into Maxwell’s equa-

tions we get

~∇× ~E = −1

c

∂ ~B

∂t
(2.37)

~∇× ~B =
1

c

(
∂ ~E

∂t
+ 4π←→σ · ~E

)
. (2.38)

Assuming all perturbed quantities are proportional to exp[i(~k · ~x−ωt)] and linearizing

Equations 2.37 and 2.38, we define the dielectric tensor as

←→ε = 1 + i
4π

ω
←→σ . (2.39)

Solving for ~E and ←→ε from Equations 2.37 and 2.38, we get

k2 ~E − (~k · ~E)~k − ω2

c2
←→ε · ~E = 0, (2.40)
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which in the tensorial form is

(k2δij − kikj −
ω2

c2
εij)Ej = 0, (2.41)

where δij is Kronecker’s delta. The dispersion relation is given by

det(k2δij − kikj −
ω2

c2
εij) = 0 (2.42)

If the wavevector ~k lies in the xz-plane and the unperturbed ~B0 points in the ẑ-

direction, this relation can be written as

det


εxx − n2

‖ εxy εxz + n‖n⊥

−εxy εyy − n2 εyz

εxz + n‖n⊥ −εyz εzz − n2
⊥

 = 0, (2.43)

where n2
‖ = k2

‖c
2/ω2, n2

⊥ = k2
⊥c

2/ω2 and n2 = k2c2/ω2 are the parallel, perpendicular

and total index of refraction. The εij’s are the elements of the dielectric tensor defined

below. The convention used is taken from a textbook [Chen, 1974].

εxx = 1 +
∑
s

ω2
ps

ω2
ξ0s

∞∑
n=−∞

n2Γn(µs)

µs
Z(ξns) (2.44)

εyy = 1 +
∑
s

ω2
ps

ω2
ξ0s

∞∑
n=−∞

(
n2Γn(µs)

µs
− 2µsΓ

′
n(µs)

)
Z(ξns) (2.45)

εzz = 1−
∑
s

ω2
ps

ω2
ξ0s

∞∑
n=−∞

ξnsΓn(µs)Z
′
(ξns) (2.46)

εxy = −i
∑
s

ω2
ps

ω2
ξ0s

∞∑
n=−∞

nΓ′n(µs)Z(ξns) (2.47)

εxz =
∑
s

ω2
ps

ω2
ξ0s

∞∑
n=−∞

nΓn(µs)√
2µs

ξnsZ(ξns) (2.48)

εyz = i
∑
s

ω2
ps

ω2
ξ0s

∞∑
n=−∞

√
µs
2

Γ′n(µs)ξnsZ(ξns), (2.49)

where s is the species, ωps =
√

4πnsq2s
ms

is the plasma frequency of species s, ξns = ω−nΩs

k‖as
,

Ωs = qsB
msc

is the cyclotron frequency of species s (negative for electrons), as =
√

2Ts
ms

is the modified thermal velocity, and µs =
k2⊥Ts
msΩ2

s
. The function Γn(µs) = e−µsIn(µs)
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where In(µs) is the modified Bessel function. The derivative of this function is Γ′n(µs) =

(I
′
n(µs)− In(µs))e

−µs . The function Γn(µs) = e−µsIn(µs) is symmetric about its order

i.e, Γn(µs) = Γ−n(µs). A sum rule of this function is given by
∑∞

n=−∞ Γn(µs) = 1.

Due to its symmetric property, it is easy to show
∑∞

n=1 Γn(µs) = 1−Γ0(µs)
2

. Lastly,

the plasma dispersion function Z(ξ) is described in textbooks [Chen, 1974, Krall and

Trivelpiece, 1986, Stix, 1992] and its derivative is given by Z ′
(ξ) = −2(1+ξZ(ξ)). This

plasma dispersion function is

Z(ξ) =
1√
π

∫ ∞
−∞

e−t
2

t− ξ
dt. (2.50)

The elements of the dielectric tensor εij are calculated from Equation 2.35. The

x-component of current density from Equation 2.36 is Jx1 = σxxEx1 +σxyEy1 +σxzEz1.

f1 is substituted from the linearized Vlasov equation2 and σxx is read off as a coefficient

of Ex1. And finally, εxx = 1+i4π
ω
σxx is calculated from Equation 2.39. Similarly, all the

elements of the dielectric tensor are calculated. The general solutions to Equation 2.43

are calculated numerically, but, in the limit of low frequency ω � Ωs and long parallel

wavelength k‖as � Ωs, solutions are somewhat tractable. Here we consider only the

regime β � 1. For n 6= 0, using these approximation gives |ξns| � 1. Ignoring higher

order terms, Z(ξns) ∼ − 1
ξns

= − k‖
ω−nΩs

. If n = 0, it has no contribution to Equation 2.44

and expanding, we get

εxx = 1−
∑
s

ω2
ps

ω2
ξ0s

[ ∞∑
n=1

n2Γn(µs)

µs

k‖as
ω − nΩs

+
−∞∑
n=−1

n2Γn(µs)

µs

k‖as
ω − nΩs

]
. (2.51)

Substituting n = −m is the third term of Equation 2.51 and noting that Γm(µs) =

Γ−m(µs) and since n is a dummy variable, we have

εxx = 1−
∑
s

2ω2
ps

µs

∞∑
n=1

n2Γn(µs)

ω2 − n2Ω2
s

(2.52)

2 The method of characteristics is generally used in textbooks to solve for the perturbed
distribution f1. In this method, the integration is carried out along the particle’s
unperturbed trajectory. However, f1 used in ref. [Chen, 1974] is obtained by direct
integration over a gyro angle α in the plane perpendicular to ẑ in guiding-center phase
space. In this case, f1 has to be periodic function of α, therefore restricting solutions
of the linearized Vlasov equation.
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In the denominator, ω2 is dropped in the low frequency approximation. Using the

property of Γn(µs) we have

εxx = 1 +
∑
s

2ω2
ps

µsΩ2
s

∞∑
n=1

Γn(µs) (2.53)

= 1 +
∑
s

ω2
ps

Ω2
s

1− Γ0(µs)

µs
(2.54)

The electron contribution is neglected because ω2
pe

Ω2
e
� ω2

pi

Ω2
i

= c2

c2A
. Thus, we have

= 1 +
∑
s

c2

c2
A

1− Γ0(µi)

µi
(2.55)

For µi � 1, Γ0(µi) ≈ 1− µi + 3
4
µ2
i . Therefore,

1−Γ0(µi)
µi

≈ 1 in this limit. MHD is valid

in the small ion gyroradius limit. So, taking the dispersion relation εxx − n2
‖ = 0, we

get ω2 = k2
‖c

2
A which is the shear Alfvén wave dispersion relation. Note that c2

c2A
� 1

is assumed in Equation 2.55. We expand Equation 2.45 and note that the first term is

εxx, we have

εyy = εxx −
∑
s

2ω2
ps

ω2
ξ0sµsΓ

′
0(µs)Z(ξ0s)

−
∑
s

2ω2
ps

ω2
ξ0sµs

∞∑
n=1

[
Γ′n(µs)Z(ξns) + Γ′−n(µs)Z(ξ−ns)

]
. (2.56)

Here we use Bessel function properties to get Γ′n(µs) = Γn+1(µs)− Γn(µs) + n
µs

Γn(µs).

Using this relation and a bit of algebra, it can be shown that n
µs

Γn(µs) is small and

what is left is

εyy = εxx −
∑
s

2ω2
ps

ω2
ξ0sµsΓ

′
0(µs)Z(ξ0s)

−
∑
s

ω2
ps

ω2

2ω

k‖as
µs

[
−
∞∑
n=1

Γn(Z+ + Z−) +
∞∑
n=1

(Γn+1Z+ + Γ−n+1Z−)
]
, (2.57)
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where the argument of Γ is dropped and ξ+ = ξns, ξ− = ξ−ns, Z+ = Z(ξns), Z− =

Z(ξ−ns), Γn(µs) = Γ+ and Γ−n(µs) = Γ− are often used for convenience. Also, (Z+ +

Z−) ≈ 2k‖as
n2

ω
Ω2 in this limit, so

εyy = εxx −
∑
s

2ω2
ps

ω2
ξ0sµsΓ

′
0(µs)Z(ξ0s)

+
∑
s

4µs
ω2
ps

ω2

∞∑
n=1

Γn
n2

−
∑
s

ω2
ps

ω2

2ω

k‖as
µs

[ ∞∑
n=1

(Γn+1Z+ + Γ−n+1Z−)
]
. (2.58)

Using Bessel function properties3 and Γ−n+1 = Γn−1, the last term inside the brackets

of the right hand side of Equation 2.58 is
∞∑
n=1

Γn+1(Z+ + Z−) +
∞∑
n=1

2nΓn(µs)

µs
Z−

≈
∞∑
n=1

Γn+1(µs)
2

n2

ω

Ωs

k‖as
Ωs

−
k‖as
Ωs

2

µs

Using this relation, the last term of Equation 2.58 is∑
s

4ωps
Ωs

ωps
ω
−
∑
s

4µs
ω2
ps

ω2

∞∑
n=1

Γn+1

n2
.

The first expression is dropped considering a low frequency approximation and the

second expression above scales like the third term in Equation 2.58 which we drop

in the cold plasma approximation and small gyroradius limit. The second term in

Equation 2.58 is calculated by noting that Γ′0(µs) = Γ1(µs)− Γ0(µs), which is∑
s

2ω2
psµs

ω2
s

[
Γ1(µs)− Γ0(µs)

]
≈ −2k2

⊥
ω2

(
ω2
pe

Te
meΩ2

e

+ ω2
pi

Ti
miΩ2

i

)
= −k

2
⊥c

2

ω2

8πn(Ti + Te)

B2
.

3 Γn−1(x) = i−(n−1)Jn−1(ix)e−x = ii−nJn−1(ix)e−x = i{2n
ix
i−nJn(ix)e−x −

i1i−(n+1)Jn+1(ix)e−x} = 2n
x

Γn(x) + Γn+1(x). Note we have used the Bessel function
property Jn−1(x) = 2n

x
Jn(x)− Jn+1(x).
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We cast Equation 2.58 as

εyy = 1 +
c2

c2
A

− 8πn(Ti + Te)

B2

k2
⊥c

2

ω2
. (2.59)

Now, it is clear that the highest order of εyy is ∼ c2

c2A
. Setting εyy−n2 = 0 gives the fast

mode frequency4 ω2 = k2c2
A + k2

⊥c
2
s. This will come in handy later. The last diagonal

term can be simplified using similar technique.

εzz = 1−
∑
s

ω2
ps

ω2

ω

k‖as

[
ξ0sΓ0(µs)Z

′(ξ0s)

+
∞∑
n=1

Γn(µs){ξnsZ ′(ξns) + ξ−nsZ
′(ξ−ns)}

]
(2.60)

Expanding Z ′ in the limit |ξ| � 1, the last term in Equation 2.60 within
∑∞

n=1 becomes
∞∑
n=1

Γn(µs)
[
− 2ξns(1 + ξnsZ(ξns))− 2ξ−ns(1 + ξ−nsZ(ξ−ns))

]
≈

∞∑
n=1

Γn(µs)
[ 1

ξns
+

1

ξ−ns

]
=
∞∑
n=1

Γn(µs)
2ωk‖as

ω2 − n2Ω2
s

.

Equation 2.60 takes the following form in the low frequency approximation (ω2 � Ω2
s):

εzz = 1 +
∑

s

2ω2
ps

k2‖a
2
s
Γ0(µs)

[
1 + ξ0sZ(ξ0s)

]
+
∑

s

ω2
ps

Ω2
s

∑∞
n=1

2Γn(µs)
n2 (2.61)

Here we neglect the last term because
k2‖a

2
s

2Ω2
s
� 1 by the long parallel wavelength ap-

proximation. Expanding the second term we get

εzz = 1 +
Γ0(µe)

k2
‖λ

2
De

[
1 + ξ0eZ(ξ0e)

]
−
ω2
pi

ω2
Γ0(µi), (2.62)

where we have used λ2Ds

a2s
= 1

2ω2
ps
. The ion term is neglected again for the low β � 1

case5. Equation 2.62 is simply given by

εzz = 1 +
Γ0(µe)

k2
‖λ

2
De

[
1 + ξ0eZ(ξ0e)

]
. (2.63)

4 εyy − n2 = 0⇒ 1 + c2

c2A
− β k

2
⊥c

2

ω2 − k2c2

ω2 = 0⇒ ω2 = (k2 + βk2
⊥)c2

A = k2c2
A + c2

sk
2
⊥

5 The ratio of ion term to electron term is given by ω2
pi

ω2 k
2
‖λ

2
De = k2

‖
c2s
ω2 . For shear Alfvén

waves ω2 ≈ k2
‖c

2
A and the ratio becomes β. β � 1 in our approximation. Hence, ion

term can be neglected.
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Setting εzz − n⊥ = 0 gives the ion acoustic frequency6. Moving on to the off-diagonal

terms, they become small for low-β limit and vanish for a cold plasma limit. First,

εxz =
∑

s

ω2
ps

ω2 ξ0s
1√
2µs

∑∞
n=1{nΓn(ξ+Z+ − ξ−Z−)}

=
∑

s

ω2
ps

ω2 ξ0s
1√
2µs

∑∞
n=1{nΓn(1/ξ2

− − 1/ξ2
+)}

=
∑

s

ω2
ps

ω2 ξ0s
1√
2µs

∑∞
n=1

[
nΓn

(
−4
n3

k2‖a
2
s

Ω2
s

ω
Ωs

)]
= −

∑
s

2ω2
ps

ω2

k‖
k⊥

∑
n=1

Γn

n2 (2.64)

Under the assumption that k‖
k⊥
� 1, Equation 2.64 is dropped. In general, the remain-

ing two off-diagonal terms cannot be neglected. We expand Equation 2.49

εyz = i
∑
s

ω2
ps

ω2
ξ0s

√
µs
2

[
Γ′0(µs)ξ0sZ(ξ0s) +

∑
n6=0

Γ′n(µs)ξnsZ(ξns)
]

= i
∑
s

ω2
ps

2ω2

k⊥
k‖

ω

Ωs

[
Γ′0(µs)ξ0sZ(ξ0s) +

∞∑
n=1

{Γ′+ξ+Z+ + Γ′−ξ−Z−}
]

≈ i
∑
s

ω2
ps

2ω2

k⊥
k‖

ω

Ωs

[
Γ′0(µs)ξ0sZ(ξ0s)−

∞∑
n=1

{Γ′+ + Γ′−}
]

= i
∑
s

ω2
ps

2ω2

k⊥
k‖

ω

Ωs

[
Γ′0(µs)ξ0sZ(ξ0s)−

∞∑
n=1

{Γn+1 − Γn +
n

µs
Γn + Γ−n+1 − Γ−n −

n

µs
Γ−n}

]
= i
∑
s

ω2
ps

2ω2

k⊥
k‖

ω

Ωs

[
Γ′0(µs)ξ0sZ(ξ0s)−

∞∑
n=1

{Γn+1 + Γn−1 − 2Γn}
]

= i
∑
s

ω2
ps

2ω2

k⊥
k‖

ω

Ωs

[
Γ′0(µs)ξ0sZ(ξ0s) + Γ′0

]
. (2.65)

6 We assume that ωpi � k⊥c which is a statement that the perpendicular wavelength
is larger than ion inertial length di = c

ωpi
. Thus, we have 1 + 1

k2‖λ
2
De
− ω2

pi

ω2 ≈ 0 ⇒ ω2 =

ω2
pi

k2‖λ
2
De

1+k2‖λ
2
De
⇒ ω2

k2‖
= Te

mi
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Finally, the last element εxy from Equation 2.47 is worked out below7:

εxy = −i
∑
s

ω2
ps

ω2
ξ0s

[ ∞∑
n=1

n{Γ′+Z+ − Γ′−Z−}
]

= −i
∑
s

ω2
ps

ω2
ξ0s

[ ∞∑
n=1

n{Γn+1 − Γn +
nΓn
µs
}(Z+ − Z−)

]
= −i

∑
s

2ω2
ps

ω2
ξ0s

k‖as
Ωs

∑
n

Γ′n (2.66)

= i
∑
s

ω2
ps

ωΩs

Γ′0(µs). (2.67)

Now that we are done working with each tensor component, we expand Equation 2.43

about the middle row. We neglect εxz and get the following expression

(εxx − n2
‖)(εzz − n2

⊥)− n2
⊥n

2
‖ = −

ε2xy(εzz − n2
⊥) + ε2yz(εxx − n2

‖) + 2εxyεyzn‖n⊥

(εyy − n2)
, (2.68)

where we have assumed εyy − n2 6= 0. This is to ensure that the frequency we consider

is much less than the fast mode frequency8. The index of refraction n = kc
ω
> k⊥c

ω
=

k⊥cA
Ωi

c
cA

Ωi

ω
. All three factors are� 1, therefore, n2 � εyy ≈ O( c

2

c2A
). Therefore, we set the

right hand side of Equation 2.68 to zero and get the dispersion relation of kinetic Alfvén

wave. It was pointed out earlier that εxx component gives shear Alfvén wave dispersion

relation and εzz component gives ion acoustic wave dispersion relation. Hence, kinetic

Alfvén wave is a mixure of shear Alfvén and ion acoustic mode [Hasegawa and Chen,

1975]. The dispersion relation takes a simple form of(
ω

k‖cA

)2

=
µi

1− Γ0(µi)
+

k2
⊥ρ

2
s

Γ0(µe)[1 + ξ0eZ(ξ0e)]
. (2.69)

So far we have approximated |ξns � 1| for n 6= 0 but have not made any assumption

about ξ0s. The cold electron approximation is given by ξ0s � 1, whereas the hot

7 Here we have used
∑

n=1 Γn = (1− Γ0)/2⇒
∑

n=1 Γ′n = −Γ′0/2.
8 For low beta (β � 1), fast mode frequency ω ∼ kcA for highly oblique propagation
(k⊥ ∼ k). This condition is satisfied if k⊥cA

Ωi
� 1.
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electron approximation is ξ0s � 1. Using the hot electron approximation, the plasma

dispersion function is

Z(ξ0e) = i
√
πe−ξ

2
0e − 2ξ0e +

4

3
ξ3

0e − ....... (2.70)

ξ0eZ(ξ0e) = i
√
πξ0ee

−ξ20e − 2ξ2
0e +

4

3
ξ4

0e − ......./. (2.71)

The highest order term of Equation 2.71 is i
√
πξ0e when the maximum value

of e−ξ20e is one. For small ion gyroradius, Γ0(µi) ≈ 1 − µi + 3
4
µ2
i and similarly for the

electrons9, Γ0(µe) ≈ 1. And we have

µi
1− Γ0(µi)

≈ 1 +
3

4
µi. (2.72)

Letting A = 1 + 3
4
µi, Equation 2.69 is written as

ξ2
0e

a2
e

c2
A

= A + k2
⊥ρ

2
s[1 + i

√
πξ0e − 2ξ2

0e]
−1. (2.73)

Using Taylor expansion and rearranging, Equation 2.73 becomes(
a2
e

c2
A

− 2k2
⊥ρ

2
s

)
ξ2

0e + i
√
πk2
⊥ρ

2
sξ0e −

(
A + k2

⊥ρ
2
s

)
= 0, (2.74)

which is a simple quadratic Equation with the solutions

ξ0e =

−i
√
πk2
⊥ρ

2
s ±

√
−πk4

⊥ρ
4
s + 4

(
a2e
c2A
− 2k2

⊥ρ
2
s

)(
A + k2

⊥ρ
2
s

)
2

(
a2e
c2A
− 2k2

⊥ρ
2
s

) . (2.75)

If ω is decomposed as ω = ωr + iγ then ξ0e = ωr

k‖ae
+ i γ

k‖ae
, where |γ| < ωr is assumed.

Separating the real and imaginary parts of Equation 2.75, we have

ωr =

k‖ae

√
−πk4

⊥ρ
4
s + 4

(
a2e
c2A
− 2k2

⊥ρ
2
s

)(
A + k2

⊥ρ
2
s

)
2

(
a2e
c2A
− 2k2

⊥ρ
2
s

) (2.76)

9 We assume ρe < ρi, which is not very restrictive at all. For real mass ratio of electron
and proton, ρi ∼ 40

√
Ti
Te
ρe. Therefore, µe < µi.
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and

γ =
−
√
πk2
⊥ρ

2
sk‖ae

2

(
a2e
c2A
− 2k2

⊥ρ
2
s

) . (2.77)

We assume, a2e
c2A
� 2k2

⊥ρ
2
s that implies k2

⊥d
2
i
me

mi
� 1, which is not very restrictive again.

Picking out the highest ordered terms in Equations 2.76 and 2.77, we get

ωr =

√
4 a

2
e

c2A
k2
⊥ρ

2
s + 3µi

a2e
c2A

2 a
2
e

c2A

=
k‖cA

2

√
4k2
⊥ρ

2
s(1 +

3

4

ρ2
i

ρ2
s

)

= k‖k⊥cAρs

√
1 +

3

4

Ti
Te

(2.78)

and

γ = −
√
πk‖ae
2

k2
⊥ρ

2
s

c2
A

a2
e

. (2.79)

When Ti
Te
< 1, from Equation 2.78 and Equation 2.79 we have

γ

ωr
= −1

2

√
π

2
k⊥de, (2.80)

where de = c
ωpe

is the electron inertial length. Typically, k⊥de < 1 and the damping

factor is small in that case. But, we have considered highly oblique propagation. For

hot electrons, the kinetic Alfvén wave damping rate increases with higher propagation

angle. The damping rate derived here cannot be applied to the large β regime. Even for

a low β plasma with high frequencies and different ion to electron temperature ratio,

the damping rate derived here breaks down. To explore other parameter regimes,

numerical linear Vlasov dispersion solvers are used in general.

2.7 Outline for the Remaining Chapters
This concludes the introductory background materials that are useful for the

rest of the Chapters. In Chapter 3, concepts introduced in Chapter 2 are used and
concepts from both Chapter 1 and 2 are heavily used in Chapter 4 and 5. Brief synopses
of Chapter 3, Chapter 4 and Chapter 5 are given below.
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• In Chapter 3, the super-Alfvénic propagation of energy away from an x-line is
examined using kinetic particle-in-cell simulations of antiparallel symmetric mag-
netic reconnection. In the reconnection simulations, the KAW wave vector has
a typical magnitude of and a direction of 85 - 89 degrees relative to the local
magnetic field. We find that the damping of the reconnection KAW is consistent
with linear Landau damping results from a numerical Vlasov dispersion solver,
which allows us to generalize our damping predictions to the magnetotail and
solar corona. For the magnetotail, the KAW from reconnection will not damp
away before propagating the 20 - 30 Earth radii to the inner magnetosphere and
may produce white light aurora. For the solar corona, on the other hand, these
KAWs will completely damp before reaching the photosphere.

• In Chapter 4, we simulate reconnection conditions appropriate for the magne-
tosheath and solar wind, i.e., plasma beta (ratio of gas pressure to magnetic
pressure) greater than 1 and low magnetic shear (strong guide field). Changing
the simulation domain size, we find that the ion response varies greatly. For re-
connecting regions with scales comparable to the ion inertial length, the ions do
not respond to the reconnection dynamics leading to “electron-only” reconnection
with very large quasi-steady reconnection rates. Note that in these simulations
the ion Larmor radius is comparable to the ion inertial length. The transition
to more traditional “ion-coupled” reconnection is gradual as the reconnection do-
main size increases, with the ions becoming frozen-in in the exhaust when the
magnetic island width in the normal direction reaches many ion inertial lengths.
During this transition, the quasi-steady reconnection rate decreases until the ions
are fully coupled, ultimately reaching an asymptotic value. The scaling of the
ion outflow velocity with exhaust width during this electron-only to ion-coupled
transition is found to be consistent with a theoretical model of a newly recon-
nected field line. In order to have a fully frozen-in ion exhaust with ion flows
comparable to the reconnection Alfvén speed, an exhaust width of at least several
ion inertial lengths is needed. In turbulent systems with reconnection occurring
between magnetic bubbles associated with fluctuations, using geometric argu-
ments we estimate that fully ion-coupled reconnection requires magnetic bubble
length scales of at least several tens of ion inertial lengths.

• In Chapter 5, we explore “electron-only” magnetic reconnection embedded inside
turbulence in three dimensional configuration. In 2.5D simulations, it has been
shown that the reconnection rate for fully ion-coupled magnetic reconnection is
of the order 0.1cA, far below recent spacecraft observations of the electron-only
reconnection. We perform force-free three dimensional particle-in-cell simula-
tion of high beta plasma to find that magnetic reconnection in 3D is inherently
faster than in traditional 2.5D PIC simulation with enhanced parallel electric
field, thereby giving us some context and understanding of magnetic reconnec-
tion found in the turbulent magnetosheath.

56



Chapter 3

SUPER-ALFVÉNIC PROPAGATION AND DAMPING OF
RECONNECTION ONSET SIGNATURES

Propagation and damping of the standing kinetic Alfvén wave (KAW) structure

generated from magnetic reconnection are explored. The damping of the quadrupo-

lar out-of-plane (Hall) magnetic field is consistent with the numerical damping rate

computed from the full linear Vlasov dispersion solver. KAWs with kds ∼ 0.25 can

travel global magnetotail distances and have sufficient Poynting flux to create white

light aurora.

3.1 Introduction

Magnetic reconnection plays an important role in plasmas by converting mag-

netic energy into plasma flows, plasma heating and energetic particles. The energy

converted by magnetic reconnection propagates away from the x-line, which is the site

where magnetic field lines break and reform. While much of the energy propagates

away at MHD speeds, i.e., the magnetosonic or Alfvén speed, a significant amount of

Poynting flux ~S = c
4π
~E × ~B has been shown to propagate super-Alfvénically in the

form of Kinetic Alfvén Waves (KAWs) associated with the quadrupolar out-of-plane

(Hall) magnetic field generated during kinetic reconnection [Shay et al., 2011, Lapenta

et al., 2013], where ~E is the electric field and ~B is the magnetic field.

These KAWs are one of the fastest propagating signals generated at the onset

of reconnection. Understanding their properties may allow a much more accurate

determination of the timing of reconnection onset in observations. As an example,

the sudden onset of magnetospheric substorms may be caused by reconnection onset

about 20− 30 Earth radii (Re) downtail [Baker et al., 1996] or a near Earth instability
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around 10Re [Lui, 1996]. Determining whether reconnection and/or another instability

is initiating substorms requires a careful timing analysis and has been the subject of

much scrutiny [Angelopoulos et al., 2008, Lui, 2009, Angelopoulos et al., 2009, Kepko

et al., 2009, Nishimura et al., 2010]. KAWs have been postulated as an energy source for

aurora [Lysak and Song, 2004], and have been observed near reconnection sites in the

magnetotail [Dai, 2009, Keiling et al., 2003] and during dayside reconnection [Chaston

et al., 2005, 2009, Gershman et al., 2017].

An important unresolved question is how far these KAWs can propagate before

they damp, disperse, or transform into some other wave mode; it is an open question

whether these waves generated in the magnetotail make it 20 − 30 Re to Earth and

generate aurora. A linear analysis of the damping of KAWs in the inner magnetosphere

found that most KAWs would be expected to propagate with little damping from

10 Re to the ionosphere [Lysak and Lotko, 1996]. Mode conversion of compressional

waves to KAWs in the strong density gradients of this region can create large parallel

electric fields [Lysak and Song, 2011]. The morphology of these waves in the inner

magnetosphere and auroral zone has been examined with kinetic models, finding both

ion (e.g., [Chaston et al., 2004]) and electron (e.g., [Watt and Rankin, 2009, 2010,

Damiano et al., 2015, 2016]) energization, either of which may cause aurora. However,

the question remains if reconnection generated KAWs in the more distant magnetotail

can successfully transmit significant Poynting flux from a magnetotail x-line to the

inner magnetosphere.

KAWs in the more distant magnetotail plasma sheet have been modeled using

MHD simulations and linear theory (e.g., [Lysak and Song, 2004, Lysak et al., 2009]).

To date, however, a direct fully kinetic study examining both the generation and at-

tenuation of these reconnection generated KAW has not yet been performed. A first

step in this direction is to examine the KAW morphology in the region where the equi-

librium geometry can be approximated as a quasi-1D current sheet; this examination

is the focus of the current Chapter. The answer to this question can determine if sig-

nificant reconnection-generated KAW energy can propagate large distances to regions
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such as the inner magnetosphere, where more complicated global geometry effects due

to the Earth’s dipole field become important.

To directly examine the damping of KAWs during reconnection, we perform ki-

netic particle-in-cell (PIC) simulations of antiparallel symmetric reconnection in a 1D

current sheet equilibrium and examine how the structure and amplitude of the Hall

field changes as it propagates away from the x-line. After being generated, the peak

amplitude of the standing KAW structure in the out-of-plane field decreases as it prop-

agates away from the x-line. In order to compare with linear Landau damping theory,

we estimate the average k for the structure and determine the angle θ between k and

the magnetic field. The reconnection simulations typically have a wavevector k ds ∼ 1,

where ds ≡ di cs/cM (e.g., [Rogers et al., 2001]) is the effective fluid Larmor radius,

di is the ion inertial length, cs is the sound speed, and cM is the magnetosonic speed.

The angle θ varies between 85◦ and 89◦. We find that the damping of the reconnection

KAW is consistent with linear Landau damping predictions from a numerical Vlasov

dispersion solver [Gary, 1993].

We emphasize that the findings in this Chapter do not include more compli-

cated geometry effects such as the increase in the magnetic field in the Earth’s dipole

geometry and at lower altitudes in the solar corona. Modifications to the reconnection

generated KAWs due to these effects will be the focus of future studies. With those

caveats in mind, we extrapolate the findings to the magnetotail and the solar corona.

Poynting flux from reconnection in the solar corona during solar flares has also

been postulated as a mechanism to accelerate electrons and create hard x-rays [Fletcher

and Hudson, 2008]. Although this previous work has shown that long wavelength

Alfvén waves associated with reconnection can drive flows into the solar corona to

produce hard x-rays, in our analysis we find that shorter wavelength KAWs associated

with reconnection will damp long before they can reach distances comparable to the

length of a flare loop; hence, significant energy reaching the photosphere is unlikely.

For the magnetotail, reconnection KAWs with k ds ∼ 1 (ds ≈ 0.25di) can prop-

agate 20Re while retaining at least 10% of their initial amplitude. On the other hand,
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waves with k ds � 1 are expected to damp completely. Hence it seems likely that a

significant amount of Poynting flux from reconnection generated KAWs at a near-Earth

neutral line may propagate to the inner magnetosphere. Using a simplistic order of

magnitude estimate for the amplification of Poynting flux in converging magnetic fields,

the predicted Poynting flux magnitude is sufficient to have the potential for generation

of aurora.

3.2 Validation of Particle-In-Cell (PIC) Simulations
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Figure 3.1: (a) Macro particles loaded within each grid cell are shown in red dots.
(b) Evolution of fields and particles for a single time step ∆t.

A very efficient way to solve the Vlasov equation is by using the particle in

cell (PIC) method. A large number of “macro-particles” are populated with each grid
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cell (hence the name Particle In Cell - PIC) as shown in Figure 3.1(a). The macro-

particles satisfy the properties of plasma particles and are assigned with a specific

distribution function. Individual macro-particle’s trajectory is evolved using equa-

tions of motion. In essence, a randomly discretized distribution function (Monte Carlo

method) is evolved in time. The moments of the distribution function like effective

density, velocity, etc. at the grid points are calculated from the macro-particles. These

moments are used to update the Maxwell’s equations as shown in Figure 3.1(b). A

complete description of PIC method is given in the book by Birdsall and Langdon

[1985]. The numerical techniques for the PIC simulation (P3D) used in this thesis are

documented in Zeiler et al. [2002].

We have also simulated a one dimensional single mode Alfvén wave to validate

the PIC code used in this thesis. In this simulation, the mass ratio is me

mi
= 0.01,

β = 0.25, Te
Ti

= 1 and the angle of propagation of the wave is 86o. The damping

rate for this particular mode is γ
Ωi

= −0.015. Unlike our prior coordinate system,

the background magnetic field ~B0 lies in the xz-plane with wave vector ~kdi pointing

in the x-direction. The perturbations are initiated in the y and z-directions. The

eigenvectors from the two-fluid model is used for this validation. The frequency of

the wave is ω/Ωi = 0.169 with corresponding wave number kdi ∼ 0.9234. The time

period of the wave is τ ∼ 39Ω−1
i . As is expected, the wave travels one complete

cycle in this time period seen in Figure 3.2. We also plot the damped By versus time

shown in Figure 3.3. The rapid oscillations shown by the blue curve of By are plasma

wave oscillations. The overall damping of the wave is consistent with linear theory till

t = 10Ω−1
i . However, for later times, significant deviation between the simulation and

the linear theory is seen.

3.3 Simulation Parameters

In this Chapter, we also perform simulations of collisionless antiparallel recon-

nection in 2.5 dimensions using the parallel particle-in-cell code P3D [Zeiler et al.,
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Figure 3.2: Evolution of By as it propagates to the right in the x-direction.

Simulation parameters KAW scaling
Runs me

mi
Bup nup Te Ti β c/cA

Lx
di

Ly

di
∆
di

θ kdi` kds`
A 0.01 0.3 0.18 0.35 1.2 6.23 30 204.8 102.4 0.025 89 3.88 3.38
B 0.04 1 0.04 9 9 1.44 40 409.6 204.8 0.4 85 1.97 1.27
C 0.04 1 0.04 9 9 1.44 40 1638.4 204.8 0.4 85 1.5 1.0
D 0.04 1 0.2 0.083 0.25 0.13 15 204.8 102.4 0.05 85 3.83 1.0

Table 3.1: Plasma parameters of four simulations : ∆ is grid scale, c/cA is light speed,
and (Lx, Ly) are simulation domain sizes. ds = dics/cM is the effective
fluid Larmor radius as described in the text. The subscript “`” denotes
the lobe (local) values of parameters used where the KAWs are identified.
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Figure 3.4: Sim C: At time t = 175Ω−1
i : (A) Out of plane magnetic field Bz, (B)

parallel Poynting flux projection onto the x−y plane, and (C) ion outflow
velocity Vix. The black contour in all three plots is the magnetic field
line tracked to study the KAW propagation. The KAW structure in (A)
and (B) broadens significantly and damps as it propagates downstream.

2002]. Calculations are presented in normalized units: the magnetic field to B0, den-

sity to n0, lengths to ion inertial length di ≡ c/ωpi, times to inverse ion cyclotron
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Figure 3.5: Sim C: Evolution in time of Bz and a single magnetic field line (constant
magnetic vector potential ψ).

frequency Ω−1
i defined in terms of mic

eB0
, velocities to the Alfvén speed cA0, tempera-

ture to mic
2
A0, and electric fields to E0 = B0cA0/c and Poynting flux to S0 =

cAB
2
0

4π
.

Using the simulation normalized units, various key physical length scales can be calcu-

lated from code values as: ion inertial length di =
√

1/n; electron inertial length

de =
√

(me/mi)n; ion Larmor radius ρi =
√
Ti/B; and electron Larmor radius

ρe =
√
Te (me/mi)/B. The simulations have a periodic domain with size Lx × Ly

and grid scale ∆. The simulations are initialized with two Harris sheet currents1:

Bx = Bup

(
tanh [(y − 0.25Ly)/w0] − tanh

[
(y − 0.75Ly)/w0

]
+ 1
)
is the equilibrium

magnetic field, where w0 is the half-width of the initial current sheets. The inflowing

plasma has magnetic field Bup and density nup. A small local magnetic perturbation

is added to start the reconnection.

We examine four different simulations, the parameters of which are given in

Table 3.1. Note that the simulations use artificially large me/mi, which is necessary

because all electron length and time scales must be resolved in the simulations. The

first simulation (sim A) is a high-β simulation. The second (sim B) and third (sim C)

have β ∼ 1. Sim C is longer in the x-coordinate than the other simulations and

allows a direct measurement versus time of the attenuation of the KAW. In the other,

1 Harris sheet current is an exact one-dimensional solution to the kinetic Vlasov-
Maxwell equilibrium equation. The magnetic field is a hyperbolic tangent function.
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simulation data. The red line is the best fit line.

shorter simulations, an effective time based on the quasi-steady reconnection rate will

be utilized. Lastly, the fourth (sim D) is a low-β simulation.

KAWs in our simulations are identified from the analysis shown in Rogers et.

al. [Rogers et al., 2001], where the key controlling length is ds ≡ di cs/cM , and d2
s � d2

e is

the necessary condition to have KAWs; cs is the sound speed and cM is the magnetosonic

speed. Note that for β � 1 this length reduces to ds ≈ ρs = cs/Ωi, where Ωi is the ion

cyclotron frequency. The angle of propagation and the values of k for each simulation

are given in Table 3.1
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3.4 Propagation and Damping of KAW

We start by examining the propagation of the magnetic field line after it recon-

nects and travels downstream. As the magnetic field line reconnects and propagates

away from the x-line, the magnitude of Bz on the field line grows in time, reaches a

peak value, and then begins to decrease in amplitude. For simplicity, we examine times

after Bz has reached its peak value.

First, we examine a very long simulation in which the propagation and damping

of the KAW can be observed to occur in time, namely sim C. A snapshot of the

simulation is shown in Figure 3.4 at t = 175 Ω−1
i . Bz and the Poynting flux are enhanced

in the exhaust, especially at the outer edges near the separatrices (Figure 3.4A and B).

Examining Vix (Figure 3.4C) reveals significant ion flow that spans the entire domain

of the simulation box. The enhanced Poynting flux and quadrupolar structure is due

to the parallel electron flows near the separatrices that are super-Alfvénic [Shay et al.,

2011]. The black contour line at the left side of the panels is the field line used to

study the morphology of Bz. The evolution of this field line as it propagates away

from the x-line is shown in Figure 3.5 on top of the value of Bz in one quadrant of the

reconnection region.

To examine the propagation and decay of the KAW along this magnetic field,

we plot Bz on the field line at different times in Figure 3.6A. The peak magnitude of Bz

steadily decreases in time, and this peak value is plotted versus time in a semilog plot

in Figure 3.6B. The best fit line for an exponential decay is shown, with an exponential

decay rate of 1/τ = 0.0266± 0.0088.

We have also performed more modest sized simulations. In these simulations, the

reconnection does not proceed long enough to follow a magnetic field as it propagates

downstream in the manner of Figure 3.5. Therefore, for simulations A, B, and D, we

use the same analysis methods used in Shay et al., 2011 [Shay et al., 2011]. During

the quasi-steady phase of the reconnection simulation, the structure of the KAW in

the vicinity of the x-line does not change significantly. The motion of the magnetic

field lines in this quasi-steady region can be directly linked to the change in magnetic
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vector potential: ∆t = ∆ψ/E, where E is the spatially uniform reconnection electric

field along the z direction. The effective time difference between magnetic field lines in

the exhaust is determined by setting t = 0 at the x-line, giving teff = (ψ−ψxline)/E. In

this way, the motion of the magnetic field and the damping of the KAW wave can be

studied by examining how Bz changes with changing ψ. An example of this method is
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Figure 3.8: Sim C: Determination of KAW angle of propagation at t = 175 Ω−1
i . (A)

~S · b̂xy in top left reconnection quadrant with vectors giving the magnetic
field direction. The green line shows the location of the peak value of
the ~S · b̂xy at each x value. The wave vector (~k) is perpendicular to this
line. The magnetic field is nearly parallel to the green line, giving a wave
vector ~k that is oblique to the magnetic field. This gives the angle of
propagation θ of the KAW that is shown in panel B. (B) θ variation
with x along the green line in (A). (C) −~S · b̂xy is plotted along the
dashed blue line shown in panel (A) at x = 768. The half max width is
5.2 di giving k ds` ≈ 1.0 where ds` is based on the local density.

shown in Figure 3.7 for Simulation A. The two red and black lines in (A) plotted over

the color plot of Bz show the field lines used in this analysis. Note that we only show

the first and the last field line and field lines in between are not shown in (A). The

peak value of Bz on these field lines gradually decreases as the field line propagates

away from the x-line, as shown in Figure 3.7B. The change in this peak value with teff

is shown in (C) with a best fit line on a semilog plot. The best fit exponential decay

rate is 1/τ = 0.0237± 0.0049. Similar analyses were performed for Simulations B and

D, yielding 1/τ = 0.0520± 0.018 and 1/τ = 0.0421± 0.0121 respectively.

An important question is whether the empirically measured damping rates are

consistent with theoretical prediction based on linear Landau resonance. To examine

this question, we compared the measured rates to theoretical predictions based on the
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well-known linear Vlasov dispersion solver [Gary, 1993] which solves the fully elec-

tromagnetic plasma dispersion relation using Newton’s method. We have compared

results of this linear Vlasov solver to the Lysak and Lotko dispersion relation [Lysak

and Lotko, 1996]; the two show agreement in regimes where the Lysak and Lotko rela-

tion is valid (particularly β � 1). The angle of propagation θ relative to the magnetic
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parameters: All KAWs damp before reaching about 10−3R�, which is
about one order of magnitude smaller than a typical flare loop length.
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field is needed to determine the theoretical damping rate. To measure θ we examined

the quasi-1D spatial structure of ~S · b̂xy shown at t = 175 Ω−1
i in Figure 3.8A, where

~S = c
4π
~E × ~B and b̂xy = ( ~Bx + ~By)/

√
B2
x +B2

y . The green line represents a line of

peak value of ~S · b̂xy for the KAW with ~k perpendicular to this line. Clearly the wave

propagation is oblique with ~k nearly perpendicular to the magnetic field. θ is relatively

constant for the KAW as shown in Figure 3.8B, where θ is given versus x along the

green line in (A). We used the average value in (B) of θ ≈ 85◦ for the linear dispersion

solver. In Figure 3.8C, we determined the magnitude of ~k by examining −~S · b̂xy as

a function of distance along the dashed blue line shown in Figure 3.8A. The half max

width is 5.2 giving an approximate wavelength of λ ≈ 20.8 and k ds` ≈ 1.0 where

ds` = di`cs/cm is the effective fluid Larmor radius using local values. Note that the

local value of the parameters in the vicinity of the KAW that are used for the linear

dispersion solver are denoted by the suffix `. These local values are approximately

equal to the inflowing plasma conditions. For each simulation, θ, k ds` and k di` are

given in Table 3.1.

The estimates of θ and k above completes all the parameters required to get

the wave frequency and the damping rate, which are B, θ, k, Te, Ti, and n. We

use the Vlasov dispersion solver by Gary [1993] to calculate the frequencies and the

damping rates of the KAWs generated in our simulation; note that for each comparison

the Vlasov solver uses the same artificial mass ratio as was used in the kinetic PIC

simulation.

The comparison between the reconnection findings and Vlasov predictions are

shown in Figure 3.9. The solid lines in the two panels are the linear frequencies from

the Vlasov solver using the simulation parameters as inputs. In Figure 3.9A, the

colored circles give the Vlasov real frequencies for the kdi` measured in the recon-

nection simulations. In Figure 3.9B, the diamonds denote the damping rates mea-

sured directly from the reconnection simulations. Highlighting simulation C, the point

(kds`,
ωr

Ωi
) = (1.0, 0.1604) is the red circle in Figure 3.9A and the red diamond in

Figure 3.9B is γ
Ωi

= −0.0266. The linear Vlasov damping calculations in Figure 3.9B
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match the reconnection simulations quite well, even though the simulations do not

have a homogeneous background and isotropic temperatures as is assumed in the lin-

ear Vlasov dispersion solver. The good agreement between the PIC simulations and

linear theory allows us to extrapolate the simulation output to realistic parameters in

the magnetotail and solar corona in the next section.

One question is whether this damping is due to electron or ion resonance. For

simulation D, the parallel KAW speed is a factor of two larger than the electron ther-

mal velocity and more than a factor of four larger than the ion thermal velocity. In

simulations A, B, and C, the parallel KAW phase speed lies between the electron and

ion thermal velocities and within around a factor of two of both of them. However,

in this case a parameter sweep using the linear Vlasov solver shows that changing Te

modifies the damping rate substantially. For these reasons, it seems plausible that the

damping is due to the electrons.

3.5 Extrapolation to Magnetotail and Solar Corona Parameters

Ultimately, we wish to determine the fate of the Poynting flux associated with

the reconnection KAWs. In the magnetotail, can these KAWs propagate 20 − 30 Re

from the reconnection site to the ionosphere to drive the aurora? Similarly, in the solar

corona, could KAWs propagate along a flare loop to the photosphere and create hard

x-rays? Using plasma parameters in these two systems, we extrapolate the Landau

damping findings to determine the distance traveled before the wave is reduced to

10% of its initial amplitude. Note, however, that the direct applicability of these

extrapolations is limited to regions where the equilibrium current structure generating

reconnection can be approximated as a quasi-1D current sheet. Effects such as changing

magnetic field strength and plasma parameters due to the Earth’s dipole field are not

included. However, even with these limitations, the predictions give KAW amplitudes

and Poynting flux that are testable by in-situ satellite observations.

Magnetotail parameters used are: B = 20 nT, n = 0.1 cm−3, Ti = 1 keV, Te =

300 eV, which are typical conditions found in this region. The ion inertial length di
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and KAW wavelength using these parameters are 721 km and 1180 km respectively,

which are much smaller compared to the magnetotail scale lengths 20 − 30Re. Using

the parallel wave speed and the damping frequency from the linear Vlasov calcula-

tion, we calculated how far a KAW will travel before attenuating to 10% of its initial

amplitude. For different oblique propagation angles, we plot this distance versus k ds

in Figure 3.10A. Reference lines are drawn for parallel propagation distances of 20Re,

which would be sufficient for the KAW to propagate global magnetotail distances.

While KAW with k ds ∼ 0.25 → k di ∼ 1 will easily propagate these global distances,

KAW with k ds � 0.25 would be expected to damp away well before that point.

We also estimate the change in Poynting flux strength as the KAWs propagate

away from the X-line using S ≈ Sx ≈ BzB
′
zCAzdi/4π from Shay et al. [2011], where

B′z = ∂Bz/∂y ≈ k Bz. Using Bz/Bup ≈ 0.3 and the parallel wave speed, Figure 3.11

shows the Poynting flux versus distance from the x-line for selected wave numbers and

propagation angles. Higher k values as expected begin with higher Poynting flux, but

show increased damping with distance. On the other hand, k ds ∼ 0.25 shows almost

no damping. The angle of propagation has a large effect for higher wave numbers.

Using the rough approximation by Shay et al. [2011] that the Poynting flux

stays on the same magnetic flux tube and ignoring mode conversion and reflection, we

estimate the Poynting flux in the ionosphere as Sion ∼ (Bion/Blobe)Slobe ∼ 103Slobe.

The minimum Poynting flux capable of creating white light aurora is estimated as

10−3 W/m2, giving a white-light threshold of 10−6 W/m2 for Figure 3.11, which is

drawn as a horizontal dotted line. We emphasize that this threshold is uncertain and

should be viewed only as an order of magnitude estimate, as it does not include wave

conversion and other effects associated with changing plasma conditions. Thus, for the

angles presented, k ds ∼ 0.25 equivalent to k di ∼ 1 have the potential to create white

light aurora, but k ds � 0.25 are not expected to.

For the solar corona, we also estimate the distance a reconnection KAW could

travel before Bz damps to 10% its original amplitude. Parameters used are: B =

0.05 T, Ti = 107 K, Te = 107 K, n = 3.0× 109 cm−3. Propagation distances are shown
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Figure 3.11: Strength of KAW Poynting flux Sx at different Re distances from the
reconnection x-line. Angles of propagation of 85◦ and 89◦ are chosen
for three distinct kds. Note that this extrapolation assumes constant
background plasma and field conditions. The dotted line at 10−6 W/m2

is a simplistic order of magnitude estimate of the threshold S which has
the potential to create white light aurora, as described in the body of
the text.

in Figure 3.10B. A typical flare loop has length 30− 100 Mm which is 0.05− 0.15R�.

All KAW with k ds ∼ 0.02 → k di ∼ 1 damp to 10% after propagating at most one

order of magnitude less than a flare loop length. The reconnection KAW would not be

expected to reach the photosphere and generate hard x-rays. Once again, we reiterate

that these approximate should be viewed as an upper bound.

3.6 Conclusions

Using kinetic PIC simulations, we examine the attenuation of the Hall quadrupo-

lar magnetic field structure during symmetric reconnection, which propagates as a ki-

netic Alfvén wave. This attenuation is consistent with predictions from linear Landau

damping theory. Extrapolating to magnetotail parameters and using a realistic mass

ratio, KAWs with k ds ∼ 0.25 can propagate the global magnetotail distances (on the
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order of 20Re) without complete attenuation; therefore, these KAWs have the potential

to create white light aurora.

There is a question of the validity of applying a simplistic 1D wave analysis to

the standing KAW structure associated with magnetic reconnection. Effects such as

perpendicular wave propagation and/or wave dispersion could lead to an inaccurate

estimation of the damping of the wave. Regarding perpendicular propagation, the

inflow edge of the KAW boundary near the separatrices in Figure 3.4 remains quite

sharp for large distances downstream of the x-line; perpendicular spreading of the wave

would be expected to blur this boundary. This lack of spreading is likely associated with

the plasma inflowing velocity, which roughly balances the perpendicular propagation

of the wave. Regarding wave dispersion, if dispersion were broadening the KAW, a

traveling wave train associated [Coroniti, 1971] with dispersion would exist upstream of

the separatrices. The key point, however, is that the linear Landau damping predictions

match quite well with the 2D nonlinear reconnection simulations. The applicability of

linear damping to this systems appears quite robust, considering that this study uses

both quasi-steady and time varying analysis of the magnetic field lines, and also spans

a range of plasma parameters and ion to electron mass ratios.

There are significant complications, however, which must be addressed in future

studies before explicit predictions can be made about the role of these KAW in gen-

erating aurora and hard x-rays. As the waves approach the inner magnetosphere, the

increasing magnetic strength is expected to enhance k⊥, which likely would increase

the damping. On the other hand, the amplitude of the wave can change due to mode

conversion and reflection. This could, in fact, dominate over the effects of linear decay

of the wave and thus may limit the scope of our predictions to a smaller tail region

where most of the plasma background is uniform. Hence, the KAW propagation in the

inner magnetosphere and auroral region will be the topic of future study. It is clear,

however, that electron scale KAWs with k ds � 0.25 will attenuate completely before

reaching the inner magnetosphere. For the solar corona, on the other hand, all KAWs

with k ds & 0.02 will damp long before reaching the photosphere.
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Chapter 4

TRANSITION FROM ION-COUPLED TO ELECTRON-ONLY
RECONNECTION: BASIC PHYSICS AND IMPLICATIONS FOR

PLASMA TURBULENCE

This Chapter studies magnetic reconnection in the magnetosheath unlike the

magnetotail in Chapter 3. Multiple PIC simulations were performed and the coupling of

ions to magnetic reconnection were studied systematically. The scaling of reconnection

ion exhaust velocity is consistent with standing kinetic Alfvén wave dynamics calculated

from the linear Vlasov dispersion solver. The smallest discernible ion flows require

reconnection exhaust width of at least 5 c/ωpi, while fully ion coupled reconnection are

several 10’s of di.

4.1 Introduction

Magnetic reconnection is a magnetic energy release process that plays a fun-

damentally important role in laboratory, space, and astrophysical plasmas [Yamada

et al., 2010]. The role that magnetic reconnection plays in damping turbulent fluctu-

ations in plasma has significant implications for our understanding of diverse systems

such as the solar corona, the solar wind, the Earth’s magnetosheath, and astrophys-

ical accretion disks. While magnetic reconnection has been observed in the Earth’s

turbulent magnetosheath [Retinò et al., 2007, Yordanova et al., 2016, Eriksson et al.,

2016, Vörös et al., 2017, Phan et al., 2018], our understanding of its role in damping

turbulent magnetic energy and heating the plasma is incomplete. Two-dimensional

magnetohydrodynamics (MHD) simulations and Hall MHD simulations of turbulence

have been used to study the statistics of reconnection, finding a wide range of re-

connection rates at x-lines occurring as part of the turbulence [Servidio et al., 2010,
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Donato et al., 2012]. The x-lines showing robust reconnection had reconnection rates

consistent with quasi-steady theories of reconnection [Cassak and Shay, 2007]. Re-

cently, these x-line identification techniques were applied to fully kinetic simulations

of turbulence [Haggerty et al., 2017], where a similar spread of reconnection rates was

found. The effect of reconnection on the cascade of energy and even as a driver of

the cascade has recently been the focus of significant study [Cerri and Califano, 2017,

Dong et al., 2018, Mallet et al., 2017, Boldyrev and Loureiro, 2017, Franci et al., 2017,

Papini et al., 2018]. A framework for estimating the heating due to reconnection in

turbulence has been established [Shay et al., 2018], which draws on recent studies of

heating during isolated laminar reconnection [Phan et al., 2013, 2014, Shay et al., 2014,

Haggerty et al., 2015].

In a low collisionality plasma, the cascade of turbulent energy from large energy

containing scales to small scales raises the question as to the existence and properties

of the magnetic reconnection at the smallest scales where turbulent energy is damped.

At such small scales, it seems likely that reconnection may occur in regions so small

where the ions do not respond: i.e., “electron-only reconnection” occurs. In fact, recent

observations of magnetic reconnection in the turbulent magnetosheath have observed

magnetic reconnection occurring with no ion response [Phan et al., 2018].

Various aspects of electron-only reconnection have been studied previously with

both fluid and kinetic particle-in-cell (PIC) simulations (e.g., Shay et al. [1998], Chacón

et al. [2007], Jain et al. [2012], and references therein). Simulation scaling stud-

ies [Biskamp et al., 1995, Shay et al., 1998] found that the rate of quasi-steady re-

connection is independent of the electron mass. The decoupling of electron and ion

velocities, e.g., Hall physics [Sonnerup, 1979, Terasawa, 1983], was found to be a key

factor in this independence. Studies of the transition from this Hall reconnection to

more typical “ion-coupled reconnection” have also been performed and show that the

timescale to reconnect flux transitions from a Hall timescale to one mediated by the

MHD Alfvén time [Mandt et al., 1994, Biskamp et al., 1995]; note that we use the

term “ion-coupled” to describe reconnection in which the ion outflow exhausts become
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Figure 4.1: (a) Schematic of magnetic field lines adapted from Phan et al. [2018]
showing an enlargement in the vicinity of a magnetic reconnection region.
Shown are the approximate exhaust width ∆ from the reconnection of a
magnetic bubble roughly of size D. (b) Geometrical interpretation: two
flux bubbles with radius r with a separation distance ∆ interact. The
figure is an illustration of bubble size threshold for the ions to respond
to the reconnected field lines in magnetic reconnection.
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frozen-in to the magnetic field. The deviation from MHD behavior began for system

sizes smaller than about 10 ion inertial lengths. Turbulence simulations driven at

scales small enough that the ions are not coupled at the energy containing scale have

found that in the vicinity of reconnection sites, electrons are preferentially heated in

the direction parallel to the magnetic field [Haynes et al., 2014].

An important question concerning electron-only reconnection regards the lim-

iting length scales and timescales for its existence. Magnetic reconnection in a turbu-

lent system occurs between magnetic “bubbles” associated with the fluctuations in the

magnetic field. A schematic of magnetic field lines in turbulence generated from a 2D

turbulence simulation [Phan et al., 2018] is shown in Figure 4.1a. Two reconnecting

magnetic bubbles (flux tubes in a 2D geometry) in a turbulent system are highlighted,

and the approximate scale size D of a bubble is shown. The scale D is approximately

the largest length scale associated with the reconnection and plays an important role in

determining the degree of ion-coupling to the reconnection. This length scale is roughly

equivalent to the simulation domain size of conventional simulations of laminar recon-

nection. Hence, simulating different domain sizes in laminar reconnection simulations

can help shed light on the degree of ion coupling to reconnection in turbulence.

Ultimately, at MHD lengths or timescales, the reconnection must eventually

couple to the ions. However, previous simulations of this transition between ion-coupled

and electron-only reconnection focused exclusively on the reconnection rate [Mandt

et al., 1994]. In addition, this study focused on low ion plasma β and anti-parallel

reconnection, whereas reconnection in the solar wind or Earth’s magnetosheath is often

characterized by strong guide fields and plasma β ∼ 1, a regime that has received very

little attention. The variations of important observational properties in this regime

during this transition remain unknown, i.e., the existence of frozen-in ion outflows, the

ion outflow speed, and the width along the normal direction of the ion exhaust.

In this Chapter, we study the transition from ion-coupled to electron-only re-

connection using kinetic particle-in-cell (PIC) simulations of magnetic reconnection.

The initial inflow conditions for the simulation are relevant for turbulent reconnection
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in the magnetosheath, i.e., relatively large plasma β and weak magnetic shear. We sim-

ulate varying simulation domain sizes and examine the effect on the ion response to the

reconnection. We find that the transition between fully ion-coupled and electron-only

reconnection is gradual, spanning nearly a factor of ten in domain size. This transition

is characterized by a gradual increase in the ion outflow velocity, the ion out-of-plane

current, and the degree to which the ions are frozen-in to the magnetic field. Electron-

only reconnection exhibits much faster reconnection rates because the magnetic field

motion is not limited by the Alfvén speed. We develop a simplistic model for a newly

reconnected field line which accurately predicts the scaling of peak ion outflows with

domain size. A key finding is that the ion outflow velocity is largely controlled by the

exhaust width along the current sheet normal direction.

We then explore the implications of our findings. First, the relationship between

exhaust width and ion response gives specific predictions for both ion outflow speeds

and ion out-of-plane current that can be compared with observations. Second, we

examine how the properties of turbulence impact the degree of ion coupling in the

resultant reconnection.

A terminology issue arises in the simultaneous analysis of laminar reconnec-

tion simulations and reconnection as an element of turbulence. The magnetic flux

structures currently undergoing reconnection have been variously called “magnetic flux

bundles” [Shay et al., 1998], “unreconnected magnetic islands” [Matthaeus and Lamkin,

1986], and possibly other names. The flux structures consisting of already reconnected

magnetic field lines have been called “magnetic islands”, “reconnected magnetic islands”,

“magnetic bubbles”, and “plasmoids”. To avoid confusion here, we will use the term

“magnetic bubbles” to describe magnetic flux structures currently undergoing recon-

nection and “magnetic islands" for flux structures composed of already reconnected

magnetic field. We emphasize that the use of the term “bubble” does not imply that

the reconnection structures are small. In our usage a “bubble” could have a diameter

of thousands of ion inertial lengths.

Section 4.2 describes the simulations performed in this study. In Section 4.3,

80



the simulation results and analyses are presented and the model for ion outflows is

described. Section 4.4 discusses the implications for observational signatures of re-

connection. Section 4.5 discusses how our findings impact our understanding of ion

coupling to reconnection in turbulence. Finally, in Section 4.6 we review and discuss

our scientific results.

4.2 Simulations

To study the physics of small-scale magnetic reconnection relevant to the tur-

bulent magnetosheath (plasma β & 1 and large guide field), we have performed 6

different simulations described in Table 4.1 using the parallel particle-in-cell (PIC)

code P3D [Zeiler et al., 2002]. The simulations are 2.5 dimensional with periodic

boundary conditions. Systems with the same aspect ratio but various sizes are used

to examine the transition from ion-coupled to electron-only reconnection. Calculations

are presented in the same normalized units as shown in Section 3.3.

The simulations are initialized with two current sheets, with the magnetic field

along x given by Bx = Bup { tanh[(y−0.25Ly)/w0]−tanh[(y−0.75Ly)/w0]−1}, where

w0 is the half-width of the initial current sheets and Bup is the inflowing reconnecting

magnetic field. nup is the density outside the current sheets and the density is varied to

maintain total pressure balance. A small local magnetic perturbation is added to start

the reconnection, and the initial currents are due solely to electron flows. Run A, B,

C, C2, D, and E have 6000 particles per grid (ppg) in the regions outside the current

sheets, while run F has 1500 ppg. The lower ppg for run F was necessary to prevent

the simulations from being too computationally expensive. Temperatures are initially

uniform and there is also an initial uniform large guide field Bz = Bg. Parameters for

the simulations are shown in Table 4.1. The inflow conditions are similar to Phan

et al. [2018]. Note that because Bup = 1 and nup = 1, velocities and reconnection rates

are normalized to the inflowing Alfvén speed cAup. Lastly, the simulation sizes of run

A through F are notated interchangeably by their domain sizes: 2.5di, 5di, 10di, 20di,
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Run mi

me
Bup nup Te Ti Bg c Lx Ly ∆ β w0

A 1836 1 1 11.51 115.16 8 300 2.56 2.56 0.005 3.89 0.06
B 1836 1 1 11.51 115.16 8 300 5.12 5.12 0.005 3.89 0.04
C 1836/16 1 1 11.51 115.16 8 100 10.24 10.24 0.02 3.89 0.065
C2 1836/64 1 1 11.51 115.16 8 100 10.24 10.24 0.02 3.89 0.065
D 1836/16 1 1 11.51 115.16 8 100 20.48 20.48 0.02 3.89 0.22
E 1836/64 1 1 11.51 115.16 8 50 40.96 40.96 0.035 3.89 0.4
F 1836/64 1 1 11.51 115.16 8 50 81.92 81.92 0.04 3.89 0.6

Table 4.1: Plasma parameters of six simulations (Runs) : mi/me is the mass ratio
of ion to electron and Bup and nup are the inflowing reconnecting field
and density outside the current sheet, respectively. Bg is the uniform
guide field, ∆ is grid scale, c is light speed, and (Lx, Ly) are simulation
domain sizes. β is the total beta including the guide field. Te and Ti are
the uniform electron and ion temperatures. w0 is the initial current sheet
thickness.

40di, and 80di. The domain sizes are used where the use of length scales are deemed

instructive.

4.3 Simulation Results and Discussion

An overview of the reconnection simulations are shown in Figure 4.2; the left

column is the smallest simulation domain (run A) and the right column is run E.

The larger simulation exhibits standard ion-coupled reconnection (Figure 4.2b,d,f),

with a quadrupolar Bz perturbation, an ion outflow exhaust, and an electron flow char-

acterized by super-Alfvénic flow close to the x-line, and then exhaust flows similar to

the ions farther downstream. In contrast, the smallest simulation (Figure 4.2a,c,e) ex-

hibits a quadrupolar Bz perturbation that extends beyond the current sheet, negligible

ion outflow, and electron outflows peaked near the separatrices. Due to the lack of

ion response, we follow Phan et al. [2018] and call this “electron-only” reconnection.

The Bz perturbation which fills the inflowing region in this reconnection is generated

in part by the electron inflow which by necessity is a current.

Shown in Figure 4.2g,h are cuts of the outflow velocities along the midplane

(y = 0) compared to the (E×B)x/B
2 (E× B) drift, which reveal the electron and ion

coupling explicitly. In the electron-only case there are no ion flows and the electron
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Figure 4.2: Overview of the reconnection simulations: time slice taken at t =
0.265Ω−1

i for 2.5di (left column) and at t = 27Ω−1
i for 40di (right col-

umn). (a) The quadrupolar structure of the out of plane magnetic field.
(b) The out of plane magnetic field resembles that of a typical magnetic
reconnection. (c) No ion exhaust velocity Vix is observed. (d) Significant
ion outflows Vix are present. The intersection between the blue horizontal
line and the green vertical line is the location of the maximum value of
Vix. (e) Electron outflow Vex. The electron diffusion region is character-
ized by very fast collimated electron outflows near the x-line. (f) Peak
electron jet close to the electron diffusion region is faster than the ion
jets in (d). (g) A cut along x at y = 0 is taken along the reconnection
mid-plane. The electron outflow and E× B drift are very similar and
Vix shows no ion response. (h) A cut along x at y = 0 is taken along
the reconnection mid-plane. Outside the diffusion region, Vex and E× B
drift decrease slowly to match Vix at ≈ 10di. The ions have fully coupled
in this simulation.
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outflow follows the E× B drift velocity closely. Note that for both simulations, this

strong guide field reconnection has a significant E‖ close to the x-line, so the elec-

trons are not frozen-in there even though Vex ≈ (E×B)x/B
2. For the ion-coupled

reconnection in Figure 4.2h, the electron flows reach velocities much greater than the

ions close to the x-line, and then slow down to roughly match the ion flows approxi-

mately 10 di downstream of the x-line. The ions become frozen-in at this location with

Vix ≈ (E×B)x/B
2.

The electron response in the limit of a strong guide field but β & 1 limit is

somewhat surprising. Previous simulations with a strong guide field but much lower β

found a twisting of the electron current sheet (e.g., Swisdak et al. [2005]), a deflection of

the electron outflow jet so that it was nearly at the separatrices (e.g., Pritchett [2001],

Goldman et al. [2011]), a quadrupolar density perturbation [Kleva et al., 1995], and a

warping of the quadrupolar structure of the Hall magnetic fields [Karimabadi et al.,

1999]. However, in the present simulations, none of these features are present and the

electron current layers and the Hall magnetic field resemble the antiparallel case. In

other words, a quadrupole Bz, and electron Vex and Vez (not shown) are symmetric

along the normal (y) direction. Kinetic PIC simulations with β = 2 but Ti = Te have

found similar symmetry in the electron response [TenBarge et al., 2014, Muñoz et al.,

2015].

Another important question raised by the strong guide field β & 1 limit is

the relative importance of the ion inertial length versus the ion Larmor radius in the

transition from ion-coupled to electron-only reconnection. In reconnection simulations

with β � 1 and strong guide fields, it has been found that the ion fluid Larmor

radius Cs/Ωci determines the width of the ion diffusion region and thus the scale

when the ions begin to decouple from reconnection (e.g., Kleva et al. [1995], Rogers

et al. [2001], Stanier et al. [2015] and references therein), where Cs is the sound speed.

Determining the relative importance of the ion Larmor radius and the ion inertial

length in this study is not possible because with β ∼ 1 and Ti/Te � 1, the two length

scales are quite similar. Because of this ambiguity, we primarily discuss ion length
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scales in terms of the ion inertial length for simplicity.

Due to the computational cost of larger simulations, smaller mi/me are used.

Note that we have simulated two different mass ratios for the system size 10 di i.e., runs

C and C2. Both C and C2 show nearly identical results: the electron flows for electron-

only reconnection are much greater than those for ion-coupled when normalized to the

ion Alfvén speed (Figure 4.2g,h). However, when the electron flows are normalized to

the electron Alfvén speed cAe, the peak electron flows are nearly identical; to highlight

this fact, the right axes show values for Vx/cAe. At electron scales, both the very large

and smallest simulations show quite similar behavior, as shown in Figure 4.3 that shows

the electron scale behavior for the two simulations in Figure 4.2. When normalized to

cAe, the ion Vix have different magnitudes because of their different electron masses.

Also, note that in run E the X-line is moving, indicating that the X-line is not exactly

the stagnation point for the ions and electrons.

As the ions couple more fully to the reconnection with increasing system size,

the reconnection rate is lower because magnetic flux cannot flow away from the x-line

as quickly as in the electron-only case. The reconnection rate Ez is calculated by taking

the time derivative of the magnetic flux between the x-point and the o-point. The re-

connection rate Ez versus time for the 40di simulation (Run E) is shown in Figure 4.4a.

The reconnection rate rises and asymptotes to a value indicated by the horizontal black

line in Figure 4.4a. The effect of system size on the quasi-steady value is shown in Fig-

ure 4.4b. As the simulation domain is increased the quasi-steady reconnection rate

initially decreases, an effect which has been found in previous hybrid [Mandt et al.,

1994] and kinetic PIC simulation studies [Shay and Drake, 1998]. Both of those studies

determined that for smaller system sizes, whistler physics, as opposed to MHD, was

controlling the reconnection rate. For larger systems, the reconnection rate stabilizes

to a value consistent with previous reconnection scaling studies [Shay et al., 1999, Birn

et al., 2001].

An important aspect of the transition between ion-coupled and electron-only

reconnection that has not been previously addressed is the onset of ion flows. Clearly,
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Figure 4.3: Zoomed-in panels of Figure 4.2 plotted near the X-line for a similar size
when normalized to electron scales. The left column is run A and the
right column is run E. The scale of each panel are shown in de = c/ωpe.
Quadrupolar structure of the out of plane magnetic field Bz is still present
in (a) and (b). (c) and (d) show negligible ion exhaust velocities Vix/cAe.
The electron diffusion regions for panel (e) and (f) have very similar
electron exhaust velocities Vex/cAe.
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Figure 4.4: (a) Run E: Reconnection rate vs. time. The straight black line is the
steady-state reconnection rate of 0.05 and the peak value is 0.06. (b)
Reconnection rate vs. system size for all the simulations((*) denotes C2):
Electron-only reconnection has a reconnection rate significantly larger
than the ion coupled reconnection rates. Notably, the reconnection rate
converges to 0.05 as MHD scales are realized.
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as reconnection proceeds, and if the reconnection geometry extends to scales much

greater than the ion inertial length, the ions will fully couple as in run E and F.

However, is this transition sudden or does it gradually occur and what controls its

onset? To address these questions, we study the ion flow properties as the system size

is increased.

To characterize these ion flows, we begin with a cut along x of Vix at the midplane

of the exhaust in run E, an example of which is shown in Figure 4.2h. We average

0.1(c/ωpi) above and below the midplane and a 1D-Gaussian filter is applied with a

width corresponding to 0.07(c/ωpi). Gaussian filtering proves to be an effective tool to

reduce noise [Haggerty et al., 2017]. The peak outflow speed along this cut at t ≈ 27Ω−1
i

is |Vix| ≈ 0.32 to the right of the x-point. The location of this peak outflow speed is also

shown by the intersection of red vertical and blue horizontal line in Figure 4.2d. The

peak outflow speed at each time is determined similarly, and the time evolution of this

peak outflow speed is shown in Figure 4.5a. The outflow speed rises in time and reaches

a peak of 0.32 before falling. We choose this peak value as the characteristic outflow

speed for a given system size (simulation) and plot the results for each simulation

in Figure 4.5d. It is clear from this figure that the characteristic ion outflow speed

smoothly increases with system size.

The ion outflow velocity grows with system size because the ions can only fully

couple to the reconnection process when the exhaust region is significantly larger than

the ion inertial length (the ion Larmor radius is 1.34 di). The maximum width of

the exhaust along the normal direction can be estimated as the total magnetic island

width, which is shown for run E in Figure 4.5b; this width grows steadily in time as the

reconnection proceeds. The ion outflow does not reach its characteristic speed until the

total island width is a few ion inertial lengths wide (t ≈ 27), as shown in Figure 4.5c.

Intuitively then, the smaller simulation domains simply do not allow the magnetic

island to become large enough to allow the ions to fully couple to the magnetic fields

in reconnection, resulting in lower ion outflow velocities. This fact is highlighted in

Figure 4.5e, which shows the characteristic ion outflow velocity versus the total island
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Figure 4.5: (a) Run E: Outflow speed vs. time. The outflow velocity is measured at
the intersection of the horizontal blue and the vertical green line shown
in Figure 4.2d for each time slice. The peak outflow velocity of about
∼ 0.32 occurs at t = 27. (b) Run E: Total island width vs. time. The
separatrices associated with the primary x-line form the boundary of the
magnetic island. The total island width is the normal distance between
the separatrices at the O-line. (c) Run E: Outflow velocity Vix versus
island width. The peak value 0.32 is attained when the size of the island
width is about∼ 5.6di. (d) All runs ((*) denotes C2): Peak Vix vs. system
size of simulations. (e) All runs: Peak Vix vs. island width of simulations.
The island width is measured at the time when the outflowing velocity
Vix has peaked. (f) All runs: Ratio of the peak ion outflow Vix and
E× B drift at the midplane. As the simulation size gets bigger, the
ion outflow gradually reaches the E× B drift speed, indicating full ion
coupling.
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width for each simulation once this characteristic ion outflow speed is reached. It is

clear from this figure that the transition to ion-coupled reconnection is gradual and not

sudden, with the characteristic ion outflow speed smoothly increasing with system size.

Further, in Figure 4.5f, we show the ratio of Vix and E× B drift for each simulation at

its peak. As the system size increases, the characteristic ion outflow velocity catches up

to the E× B drift velocity: another clear indication that the ions have fully coupled in

the larger-size systems. We note that for the parameter regime simulated here, the ions

are fully coupled for a system size of about 40 di and larger. In contrast, the Mandt

et al. [1994] study found that for system sizes of 10 di or larger, the reconnection was

fully in the MHD regime.

To understand more quantitatively the physics behind this transition from ion-

coupled to electron-only reconnection, we study the physics controlling the contraction

of a strongly-curved newly-reconnected field line by approximating this field line as

a linear wave. For full ion-coupling, the wave is an Alfvén wave as expected. For

decoupled ions, the wave is a kinetic Alfvén wave. Using linear Vlasov theory for the

Ti � Te case, the transition between the two regimes occurs at k ρi = 1 [Howes et al.,

2006, Schekochihin et al., 2009]. Although reconnection is a nonlinear phenomenon, this

type of analysis has previously been used successfully to predict the electron outflow

speed at sub-MHD length scales [Shay and Drake, 1998, Shay et al., 2001a, Cassak

et al., 2010] and to study the propagation and damping of the Hall magnetic fields

generated during reconnection [Shay et al., 2011, Pyakurel et al., 2018]. It has also

been used to motivate why the global reconnection rate is “fast” i.e., independent of the

dissipation mechanism and system size [Shay et al., 1999, Rogers et al., 2001], but this

conclusion has been the source of significant and ongoing controversy (e.g., Bessho and

Bhattacharjee [2005], Daughton and Karimabadi [2007], Chacón et al. [2008], TenBarge

et al. [2014], Liu et al. [2014]). In this study we exclusively focus on using this type of

model to give predictive insight into the ion reconnection exhaust velocity and we find

that linear theory successfully predicts the scaling of this velocity.

The predicted ion outflow velocity is the bulk ion flow speed generated by
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the wave, which in the MHD limit becomes the Alfvén speed based on the inflow-

ing plasma conditions. The wavevector k is taken to be along y with the background

field B0 =
√
B2
y +B2

z , where Bz is the guide field Bg in Table 4.1; By is chosen to be

the value at the location of peak ion outflow, which is 0.18 for run E. The angle of

propagation relative to the background field is θ = tan−1(Bz/By) and the wave prop-

agates obliquely. The perturbation field is Bx, which is Bup in Table 4.1; Bup = 1 for

all of the simulations.

To determine the magnitude of k, we examine the width δ of the ion Vix along y

as shown in Figure 4.6a. The cut is taken at the location where the ion |Vix| is peaked

to the right of the x-line in Figure 4.2d, which is denoted by the vertical green line.

The width δ ≈ 3.3di, which is the full width at half maximum, is converted to a wave

number using k ≈ 2π
2δ
≈ 0.94d−1

i .

Numerical solutions for the linear dispersion relation were calculated using the

PLUME numerical solver [Klein and Howes, 2015]. For a set of equilibrium background

parameters, in this work βi, Ti/Te, and vthi/c, PLUME determines the normal mode

frequency ω
Ωi

solutions of the hot plasma dispersion relation as a function of wavevector

kdi, using a full Bessel Function representation of the ions and electrons as well as the

associated eigenfunction fluctuations, e.g., the ion velocity flow shown in Figure 4.6b.

As k increases, the ion coupling to the wave decreases leading to a slower Vix. The ion

velocity has weak dependence on θ = tan−1(Bz/By) for these oblique angles. The two

angles shown correspond to By = 0.5 and 0.1 but the two curves almost completely

overlap. The dashed yellow vertical line denotes the value determined from Figure 4.6a,

k ≈ 0.94d−1
i , giving the theoretical prediction for Vix ≈ 0.43 (dashed red line) shown

in Figure 4.6b.

For all of the simulations in this study, a comparison of the measured versus

theoretical predictions for the peak ion outflow are shown in Figure 4.7. The Vlasov

prediction organizes the data in a straight line with a slope of approximately 0.75,

shown as the dashed red line that is calculated using linear regression. For contrast,

we also include a prediction from the isothermal two-fluid theory (see Formisano and
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Figure 4.6: Run E: Determining the theoretical prediction of ion outflow velocity
for run E at t = 27Ω−1

i (a) Slice along y of Vix at the location of peak
Vix (x = 13.04 in Figure 4.2d and h). The width δ gives k = (2π/2δ).
(b) Vix versus kdi from a numerical Vlasov dispersion solver [Klein and
Howes, 2015]; two different angles of propagation θ = tan−1(Bz/By) are
shown, corresponding to By = 0.5 and 0.1. The dashed yellow vertical line
shows the kdi value determined from (a), giving the theoretical prediction
for Vix (dashed red line).
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Figure 4.8: Time slice taken at t = 0.265Ω−1
i for 2.5di (left column) and at t = 27Ω−1

i

for 40di (right column). (a) No out of plane ion current Jiz is observed.
(b) Significant out of plane ion currents Jiz are present. (c) A cut along
y is taken at the location of peak Vex (x = 0.11 in Figure 4.2g). (d) A
cut along y is taken at the peak location of Vex (x = 1.31 in Figure 4.2h).

Kennel [1969] and Rogers et al. [2001]). Clearly due to the relatively high ion β, finite

ion Larmor radius effects play an important role in the ion response to the reconnection.

Note that the error bars for run F are significantly larger than the other simulations

because of its lower particles-per-grid.

4.4 Implications for Reconnection Observations

Recent MMS observations of the turbulent magnetosheath [Phan et al., 2018]

found smoking gun evidence for magnetic reconnection in the form of diverging super-

Alfvénic electron plasma jets. The event was novel because it showed electron-only

reconnection without ion coupling. First, the reconnection current sheet showed no

evidence of the two-scale structure typical of ion-coupled reconnection ( Shay et al.

[1998], Figure 3), i.e., a weaker ion-scale current sheet and an intense electron scale
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current sheet. Previous observations of reconnection– both with ion reconnection out-

flows (e.g., Phan et al. [2007]) and without ion flows (e.g., Wilder et al. [2017]) –found

that the reconnecting magnetic field exhibited two distinct ion scales consistent with ion

and electron current sheets. Second, in the Phan et al. [2018] event the ions showed no

change in their velocity due to the reconnected magnetic field lines. Additionally, no ion

flows were measured in any of the current sheets that were observed. The simulations

performed in this study have plasma inflow conditions often found in the downstream

of a quasi-parallel bow shock in the magnetosheath (relatively high β, significant guide

field), and can therefore provide some context for interpreting observations.

The transition from a two-scale ion-coupled sheet to an electron-only reconnec-

tion current sheet is evident in the simulations. Figure 4.8a and b show the Gaussian

filtered ion out-of-plane current Jiz for runs A and E, with both having the same color

scale. Note that |Jiz| ≈ |Viz| in this study because the density is nearly constant with

a value of 1.0 because the flows are low Mach number. While run A shows no ion

response, in run E the ions have a rectangular current sheet typically seen in ion-

coupled reconnection [Shay et al., 1998]. This ion current sheet extends almost 10 di

downstream from the x-line.

A spacecraft crossing the diffusion region in these two cases would see very

different structures. In Figure 4.8c and d, we plot electron, ion, and total currents in

a cut along y through the location of peak electron outflow, i.e., near the outflow edge

of the electron diffusion region. This smoothed cut is located at x = 0.1 and x = 1.31

for runs A and E, respectively. In the electron-only case, the only current comes from

an electron current sheet with a total width of roughly 8 de ≈ 0.2 di. In contrast, the

ion-coupled case (run E) exhibits a much wider ion current sheet: approximately 11 di.

As with Vex in Figures 4.2g and h, the electron currents are smaller in run E because

they roughly scale with
√
mi/me.

Similar to Vix, the transition between electron-only and ion coupled Jiz signature

is gradual as the system size increases. In Figure 4.9 is shown the peak value of Jiz

in each simulation plotted versus system size, showing a gradual increase in Jiz with
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Figure 4.9: All runs: each point represents a simulation and (*) represents run C2.
(a) Peak Jiz gradually increases and plateaus at simulation size of 40di.
(b) Reduction in the inflowing reconnecting magnetic field for given sim-
ulations. (c) The peak ion exhaust velocities are plotted against the ex-
haust widths for given simulations. A gradual increase is seen. (d) The
ion exhaust speeds normalized to E× B drift velocity for each simulation
are plotted against the exhaust width.

system size until a plateau is reached for the largest two simulations. A cut along the

mid-plane is taken and an average peak value is inferred from this cut to determine

Jiz. Generally, the peak value of Jiz/ni in simulation normalized units is roughly half

the peak value of Vix when compared with Figure 4.5d.

The larger scale ion current sheet causes a gradual reduction over ion scales

of the reconnection magnetic field in the inflow region. The expected change in the

magnetic field due to the ion current is calculated by integrating the ion current from

deep in the inflow region to the center of the current sheet:

δBi =

∫ 0

−inflow

dy Jiz ≈
1

4
∆i Jiz peak, (4.1)

where ∆i is the half width of the ion current sheet. For run E with ∆i ≈ 8 ρi, this

approximation gives δBi/Br ≈ (1/4) (9.4) (0.13) ≈ 0.3. We calculate δBi/Br for each
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simulation by directly integrating Jiz and the result is shown in Figure 4.9b. The

magnetic perturbation gradually increases with system size but roughly asymptotes

for the two largest systems at a value of around 0.3. The empirical findings for δ Bi/Br

may be testable with current satellite observations.

If fully developed reconnection is strongly coupled to the ions, a significant

perturbation to the reconnection magnetic field would be expected at scales of several

ion inertial lengths. These scales are of order 100 times larger than the thickness of

the electron diffusion region for a realistic mass ratio, so a spacecraft such as MMS is

very unlikely to see the deviation in the ion bulk flow if crossing through the electron

diffusion region.

Another important insight from this study is that the width of the ion exhaust

is linked to the peak outflow speed. The width of the ion exhaust is measured at the

location of the peak ion velocity described in section 4.3. In Figure 4.9c we plot the

peak outflow velocity for each simulation compared to the exhaust width. The peak

velocity continues to increase up to exhaust widths of order 10 di. In Figure 4.9d,

we plot the peak velocity normalized to the local E× B drift speed. This normalized

velocity increases with exhaust width, ultimately plateauing when the ions become fully

coupled for exhaust widths of around 8 di. If a satellite crossing the ion reconnection

exhaust measured fully frozen-in ion outflow, it is expected that the exhaust width

would be at least many ion inertial lengths.

4.5 Implications for Turbulence

Although the simulations and analyses thus far have focused on laminar re-

connection geometries, the basic relationship between exhaust width and ion coupling

can be applied to turbulent systems in which reconnection can occur between adja-

cent interacting magnetic bubbles (flux tubes) [Servidio et al., 2010]; we use the term

“magnetic bubbles” to avoid confusion as discussed in the Introduction of this Chap-

ter. Such an application can provide a causal linkage between turbulent length scales

and the expected ion participation in subsequent reconnection. In Figure 4.1a, two
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reconnecting magnetic bubbles (flux tubes in a 2D geometry) in a turbulent system

are highlighted, where the approximate width of the exhaust ∆ and diameter of the

magnetic bubble D are shown. If the exhaust region is to have a width of at least

several ion inertial lengths, it is necessary for the magnetic bubble size to be tens of

ion inertial lengths.

The constraints on magnetic bubble size in order to allow ion involvement in

reconnection can be estimated using geometric arguments. A diagram of the relevant

configuration is shown in Figure 4.1b. Two magnetic bubbles, each of circular cross

section and radius r interact, along the lines of what is seen in Figure 4.1a, but more

simplified. Upon interaction, the boundary between the bubbles is flattened, each

bubble distorted by a distance ξ, so that a region of width ∆ = 2ξ emerges, in which

the field strength drops to zero. The out-of-plane electric current density resides in this

region. The flattened region defines the length L of the associated reconnection zone.

On geometrical grounds we argue that the region L cannot reasonably be expected to be

larger than r, as this would produce an extreme distortion and large stresses within the

reconnecting flux tubes. Setting L = r, we find by construction that (r− ξ)2 +(r/2)2 =

r2. Throwing out a nonphysical solution with ξ > r, we find ξ = (1−
√

3/2) r, giving a

maximum value of ∆ (or ξ) for a given bubble size r, namely ξ = ∆/2 = (1−
√

3/2)r.

Consequently, to exceed a minimum specified ξ requires that r ' 8ξ. For the minimum

width ξ needed for ion flows, we turn to the results of the previous sections, exemplified

by the exhaust widths plotted in Figure 4.9c.

For the particular upstream (inflow) conditions used in this study, the smallest

discernible ion flow in Figure 4.9c required an exhaust width of at least ∆ ≈ 2 di.

For this minimal ion participation, the reasoning of the previous paragraph implies a

reconnecting magnetic bubble radius of at least r ≈ 8 di. Similarly, for fully ion-coupled

reconnection the requirement is an inter-bubble separation ∆ ' 8 di, which corresponds

to a minimum bubble size of r ≈ 30 di.

These estimates provide significant constraints on the properties of plasma tur-

bulence if one anticipates that the reconnection in this turbulence is to have some
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degree of ion response. For large turbulent systems spanning many di in length scales,

the smallest magnetic eddies produced in the cascade may be generated at sub-di scales

(see, e.g., Karimabadi et al. [2013]). The above considerations may limit ion participa-

tion in reconnection occurring between these very small bubbles (or magnetic eddies).

At the other extreme, the largest magnetic bubbles in a system are expected to be

roughly the size of the turbulence correlation length, and thus the largest scale recon-

nection events would also occur between bubbles of this size. Taking the threshold for

minimal ion response to be ∆ ≈ di requires a magnetic bubble diameter or correla-

tion length of at least ten ion inertial lengths. For fully coupled ions in reconnection

occurring in the largest eddies, the correlation scale should be at least several 10s of

ion inertial lengths. We purposely leave these constraints somewhat vague because the

transition between ion-coupled and electron-only reconnection would be expected to

have some dependence on inflow parameters. These estimates are consistent with recent

studies of electron-only reconnection in turbulence [Califano et al., 2018], where the

typical magnetic island size was less than 10 di. Such reconnection would be expected

to have little coupling to the ions.

We note that in applying the geometrical arguments in this section we do not

make assumptions regarding whether the bubbles reconnect completely nor whether

magnetic flux is compressed upstream of the diffusion region (pileup reconnection).

Turbulence simulations [Servidio et al., 2010] have found both pileup and non-pileup

reconnection to exist, and kinetic simulations of pileup reconnection have noted that

complete merging of bubbles may not occur [Karimabadi et al., 2011]. Pileup recon-

nection has been shown to occur at the interface of converging reconnection jets during

magnetopause reconnection [Øieroset et al., 2019].

4.6 Conclusions

In order to study the physics controlling the transition from fully ion-coupled

reconnection to electron-only, we have performed kinetic PIC simulations of magnetic

reconnection with inflow conditions appropriate for the magnetosheath and the solar
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wind: i.e., plasma β greater than 1 and low magnetic shear. In our study, the ion iner-

tial length is comparable to the ion Larmor radius. Simulations with varying domain

sizes were performed to determine their effect on the reconnection rate and the ion

response to reconnection: i.e., the peak ion outflow velocity, the frozen-in nature of the

outflowing ions, and the generation of an ion current along the reconnection electric

field (out-of-plane direction).

For small simulation domains up to about 5 ion inertial lengths, there is little or

no ion response to magnetic reconnection. The magnetic field convection speed is not

limited by the Alfvén speed which is consistent with previous studies (e.g., Mandt et al.

[1994]) and the quasi-steady reconnection rate is much faster than typical MHD-scale

magnetic reconnection. As the domain size is gradually increased, the coupling of the

ion flows to the reconnected magnetic field gradually increases, becoming fully coupled

for a domain size of around 40 ion inertial lengths. For this domain size and larger,

the quasi-steady reconnection rate asymptotes to a rate comparable to previous MHD-

scale studies (e.g., Shay et al. [1999]). The transition between electron-only and fully

ion-coupled reconnection is smooth, with the ion outflows gradually becoming more

frozen-in to the magnetic field as the domain size increases. The ion reconnection

out-of-plane current (along the reconnection electric field) exhibits a similar gradual

increase with domain size, reaching peak values of roughly one-half of the peak exhaust

velocity.

As the domain size increases, the physics controlling the ion exhaust velocity

changes from kinetic Alfvén physics to MHD physics. We study this physics by ap-

proximating a newly reconnected and contracting magnetic field line as a portion of a

linear wave (e.g., Drake et al. [2008]; see Section 4.3 for a complete discussion). The

wave number of the wave is roughly inversely proportional to the reconnection exhaust

width. For smaller systems with higher wave numbers, the magnetic field line acts

as a kinetic Alfvén wave as it contracts, with little or no ion response. With larger

system sizes and smaller wave numbers, the wave acts as an MHD Alfvén wave with

Alfvénic frozen-in ion outflows. Because of the simulation’s large ion Larmor radius,

100



it is necessary to use a full Vlasov dispersion solver to determine the wave properties.

We find good agreement between the ion outflow velocities predicted by the model and

those observed in the reconnection simulations.

The limit of reconnection with strong guide field and β & 1 has received lit-

tle attention in the literature. Unlike previous guide field simulations with β < 1

( Karimabadi et al. [1999], Swisdak et al. [2005]), there is no twisting of the electron

current sheets or skewing of the Hall magnetic field. The electron currents and Hall

magnetic fields have structure very similar to the antiparallel reconnection case for

both Ti � Te in this study and Ti = Te [TenBarge et al., 2014, Muñoz et al., 2015].

We also examine how some observational signatures of reconnection vary with

the degree of ion-coupling. First, an important observational clue to the degree of

ion coupling has been the existence of an ion current along the out-of-plane direction

surrounding the electron current sheet. As a spacecraft approaches the center of the

reconnection current sheet, therefore, the reconnection magnetic field would reduce

in magnitude over two different length scales. The lack of an ion scale reduction in

the field (termed δBi) provided important evidence that the Phan et al. [2018] event

was electron-only reconnection. We find that the transition between electron-only and

ion-coupled reconnection is characterized by a gradual increase in the ion out-of-plane

current and thus δBi, with δBi ultimately reaching values of about thirty percent of

the asymptotic reconnection magnetic field.

Second, the width of the ion exhaust along the current sheet normal puts sig-

nificant restrictions on both the ion flow speed and the coupling of the ions. In our

simulations for a domain size of about 5 ion inertial lengths, a very small but dis-

cernible ion outflow exhaust occurred with a width of about 2 ion inertial lengths.

On the other hand, to achieve frozen-in ion outflows required a minimum simulation

domain of about 40 ion inertial lengths and a resultant exhaust width was about 8 ion

inertial lengths.

Finally, the link between exhaust width and ion outflow velocity has implications

for our understanding of turbulence, where turbulent fluctuations lead to reconnection
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between magnetic bubbles. As mentioned in the introduction, to avoid confusion we

call magnetic flux structures about to undergo reconnection as “magnetic bubbles,” and

already reconnected magnetic flux structures as “magnetic islands.” Using geometric

arguments for two reconnecting magnetic bubbles, we derive a relation between the

bubble radius and the maximum reconnection exhaust width. Because the exhaust

width ultimately determines the degree of ion-coupling to the reconnection, this degree

can be linked to magnetic bubble size. In order to have any ion response to the

reconnection, it is clear that the exhaust width must be greater than around one

ion inertial length. Using our geometric relation then requires the magnetic bubble

diameter to be greater than about 10 ion inertial lengths. For fully coupled ions an

exhaust width & 5 c/ωpi is required; thus, fully frozen-in ion exhausts would require a

magnetic bubble size of at least several 10s of ion inertial lengths.

We note that there is some ambiguity associated with a threshold for “discern-

able” ion flows due to reconnection. To say the least, the ability to determine if a given

ion flow is associated with reconnection will depend on the global conditions driving

the reconnection. A strongly turbulent system would likely have ion shear flows sur-

rounding the reconnection site as well as significant asymmetry in inflow conditions.

In our simulations we were able to discern ion outflows of around five percent of the

Alfvén speed in the inflow region.

Note also that the magnetic reconnection occurring in this study is well-developed

reconnection, where the island width is at least 10− 20 electron inertial lengths. If the

island width is much smaller, then the reconnection may be in a more transient onset

phase. In that case the reconnection properties may be changing faster than the transit

time of electrons through the diffusion region. If so, then time derivatives cannot be

ignored and a Sweet Parker-like analysis of the diffusion region is not applicable. This

will be a topic of future research.

An important extension of the current work will be to study three-dimensional

effects on the physics controlling the ion coupling to reconnection. Three-dimensional

effects can generate significant instabilities in the current sheets (e.g., Daughton et al.
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[2011], Liu et al. [2013] and references therein). In addition, reconnection in finite

length x-lines [Huba and Rudakov, 2002, Shay et al., 2003] may modify the conditions

necessary for ion coupling. Finally, reconnection in fully 3D equilibrium geometries

can have a significant impact on the process of reconnection (e.g., Priest et al. [2003],

Dorelli et al. [2007], Sun et al. [2010] and references therein).

The three-dimensional nature of turbulence may also have an impact on the

reconnection occurring as an element of turbulence. Quasi-two dimensionality is often

used as a simplified model due to the propensity for turbulence to admit a dominance

of gradients nearly perpendicular to the mean magnetic field, as evidenced by simula-

tions [Oughton et al., 1994, TenBarge and Howes, 2012] and observations [Bieber et al.,

1996, Sahraoui et al., 2010, Narita et al., 2011]. However, modeling studies Zhdankin

et al. [2013], Wan et al. [2014] and observations [Matthaeus et al., 1990, Bieber et al.,

1996] also point to the existence of an admixture of fluctuations that varies along the

mean magnetic field. These fluctuations may impact the frequency and properties of

reconnection. While studies of reconnection as an element of turbulence in two di-

mensions are numerous (e.g., Haggerty et al. [2017] and references therein), few studies

have been performed in 3D. A few studies employing weakly three-dimensional reduced

MHD simulations found distinctive effects, including that X-points were not always

collocated with current sheets [Wan et al., 2014, Zhdankin et al., 2013]. The average

reconnection rate was lower for X-points farther from current sheets. Future studies

of reconnection in turbulence in 3D systems will help determine if these 3D effects

fundamentally alter the transition from ion-coupled to electron-only reconnection.
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Chapter 5

THREE DIMENSIONAL HIGH TEMPERATURE ELECTRON-ONLY
RECONNECTION

This Chapter is a direct extension of Chapter 4. Three-dimensional “electron-

only” reconnection is studied and a mechanism of faster reconnection in comparison to

two-dimensional magnetic reconnection is proposed.

5.1 Introduction

Magnetic reconnection is an energy conversion process that converts magnetic

energy rapidly into kinetic energy. Recently discovered electron-only reconnection

found downstream of a quasi-parallel bow shock in the magnetosheath found no evi-

dence of ion outflows due to the reconnected magnetic field lines [Phan et al., 2018].

This raises the question of the existence of the length and time scales of such tiny mag-

netic reconnection. The transition of such small scale “electron-only” reconnection to

ion-coupled reconnection, in part, has been studied (e.g., Mandt et al. [1994], Sharma

Pyakurel et al. [2019] and references therein). In the turbulent magnetosheath, mag-

netic reconnection– even with a clear ion exhaust detected exhibited much larger [Wilder

et al., 2017, Eriksson et al., 2016] reconnection rates than previous observations [Gen-

estreti et al., 2018, Nakamura et al., 2018]. The observed parallel electric field E‖ close

to the x-line in the Phan et al. [2018] event was ∼ 8mV/m, but only ∼ 4mV/m in

the Wilder et al. [2017] event. These events when normalized to their upstream mag-

netic field and exhaust velocity are greater than 1 which is a clear evidence of faster

reconnection than previous predictions [Shay and Drake, 1998, Shay et al., 1999, Hesse

et al., 1999, Shay et al., 2007, Birn et al., 2001, Liu et al., 2017]. In this Chapter,

we find that such fast reconnection could possibly be due to three dimensional effects.
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Table 5.1: Simulation parameters: mi

me
is ion to electron mass ratio, Bg is the guide

field and Lx, Ly and Lz are simulation lengths in x, y and z. c
cA

is the
light speed. ∆ and dt are grid scale and time step, respectively. w0 is the
initial width of the current sheet. ppg is particles per grid.

Simulations mi

me
Bg (Lx, Ly, Lz)

c
cA

dt ∆ w0 ppg
2D 1836 1 (1,1,0) 125 0.00002 0.0019 0.025 10000
3D 1836 1 (1,1,4.5) 100 0.000036 0.0039 0.025 1000

We find that in a three-dimensional configuration, the plasma is released in the third

dimension giving net mass flux loss which is not possible in a two-dimensional config-

uration. This ultimately provides an avenue for faster reconnection than the standard

two-dimensional configuration.

5.2 Simulations

We perform two simulations using the massively parallel particle-in-cell (PIC)

code P3D [Zeiler et al., 2002]. The simulations are initialized with two current sheets

at y = Ly

4
and y = 3Ly

4
with periodic boundary conditions. Each simulation contains

a guide field Bg of the same value as the reconnection magnetic field Bx. Calculations

are presented in the same normalized units as shown in Chapter 3. We use force-

free initial conditions in which the magnetic fields are given by Bx = B0 { tanh[(y −

0.25Ly)/w0]− tanh[(y− 0.75Ly)/w0]− 1} and Bz =
√
B2

0 +B2
g −B2

x, where w0 is the

half-width of the initial current sheets. The out of plane magnetic field Bz asymptotes

to Bg outside the current sheet. This configuration requires temperature anisotropy to

be in kinetic equilibrium [Bobrova et al., 2001], however the pressure balance still holds

so that the density is uniform initially. The initial current sheet solely consists of only

electrons with ions as a neutralizing background. No initial perturbation is added to

the simulations so that the reconnection is developed due to particle noise via current

driven instability. Real mass ratio of mi

me
= 1836 is chosen for both the simulations.

The parameters are summarized in Table 5.1.
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Figure 5.1: Evolution of energies versus time. (a) 2D simulation: Electron ther-
mal energy increases rapidly while electron flow energy decreases starting
around 0.06Ω−1

i indicating energy conversion due to electron scale mag-
netic reconnection. (b) 3D simulation: Electron thermal energy increase
twice as much as 2D simulation with the magnetic energy is primarily
converted.

5.3 Results

In Figure 5.1 are shown change of energies (e.g., δE = E(t)− E(t = 0)) calcu-

lated over the whole simulation domain in 3D and 2.5D simulations, where the electrical

energy δEE, magnetic energy δEB, thermal energy of ions and electrons δEthi,e , flow

energy of ions and electrons δEfi,e , and the total energy δEtot which is the sum of

all the above mentioned energies are plotted against time t(Ω−1
i ). It is seen in Fig-

ure 5.1(a) and Figure 5.1(b) that the gain in electron thermal energy in 3D simulation

is approximately twice as large as 2.5D simulation shown by the magenta curves. This

increase in electron thermal energy comes from the change in electron flow energy

(pink curve) and magnetic field energy (black curve) for both the simulations. The
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Figure 5.2: From left to right are parallel electric field E‖, out-of-plane electron flows
Vez and out-of-plane magnetic field Bz, respectively. The top panels are
for the 3D simulation and the bottom are for the 2D simulation. The
color scale are the same for both 3D and 2.5D simulations.

change in electron flow energy is of the same order for both simulations, however, it is

seen that the conversion of magnetic field energy is the primary source of the increase

in thermal energy of electrons in the 3D simulation which is not the case for 2.5D

simulation. In both the simulations, we find that the onset of reconnection is close

to 0.06Ω−1
i and the reconnection rate peaks at about 0.08Ω−1

i . In 3D simulation, the

onset of magnetic reconnection is accompanied by a bifurcation of the current sheet

as in containing several peaks, observed in both in-plane and out of plane direction ẑ,

somewhat similar to Dahlin et al. [2015]. Along the z-direction, this complex magnetic

field and current sheet breaks up and gives very localized magnetic reconnection. In

the top panels of Figure 5.2, a planar cut at z = 1.29 is shown for the 3D simulation

and the bottom panels are for the 2.5D simulation. This location of z = 1.29 is chosen

where the maximum value of E‖ = 3.4 is measured. Unlike the 3D simulation, the

maximum value of E‖ = 1.8 is measured in 2.5D simulation. Clearly, E‖ is about

twice as large in the 3D simulation than measured in the 2.5D simulation. The middle

and the right columns in Figure 5.2 are the out of plane electron flow velocities Vez

pointing into the page and the out of plane magnetic field Bz pointing out of the page.
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Figure 5.3: Isosurface of E‖ = 2.5 of the 3D magnetic reconnection simulation shown
with perpendicular vector field ~Ve⊥ in the xy-plane at z = 1.29. The E‖
structure extends in z.

In the 3D simulation, on either side (x-direction) of the x-line, the reconnected field

lines are not only constrained to evolve in the xy-plane but also evolve and traverse

in the z-direction. This dramatically makes 3D simulation more turbulent while the

2.5D simulation does not have this property because d
dz

= 0, implying no structures are

formed in the z-direction, i.e., kz = 0 [Drake and Swisdak, 2012, Dahlin et al., 2015].

Close to the x-line, both in 2.5D and 3D simulations, quadrupolar like structures of

the out of plane magnetic field Bz are also seen in Figure 5.2(c) & (f).

In Figure 5.3, an isosurface of E‖ = 2.5 is shown to extend in the z-direction.

This E‖ structure extends roughly from z = 1.2 to z = 1.4. At any point in time

t during the evolution of simulation, we do not find that E‖ measured in the 2.5D

simulation exceeds a value of 1.8. This leads us to conclude that the three dimensional
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configuration plays a fundamental role in the enhancement of E‖. Why do we observe

larger E‖ in the 3D versus 2.5D simulation? Before exploring this question, we examine

the overall structure of magnetic reconnection in 3D. Figure 5.3 shows perpendicular

electron flows ~Ve⊥ in the xy-plane at z = 1.29. The inflowing plasma is shown to be

pointing in the −ŷ direction above y = 0.75 and in the +ŷ direction below y = 0.75.

To compare this perpendicular vector field ~Ve⊥ in the 3D simulation with that in

the 2.5D simulation, the same vector field is drawn in Figure 5.4(a) with the 2.5D

simulation perpendicular electron flows ~Ve⊥ drawn in Figure 5.4(b). The characteristics

of perpendicular flows which show the electrons being ejected away from the x-line due

to magnetic reconnection are somewhat similar in the 2.5D and 3D simulations. In

3D, however, the vector fields have additional vortex-like structures on either side

of the direction of primary perpendicular flows of the electrons. For example, such

prominent structures are located at about (x, y) = (0.2, 0.74), (0.26, 0.8) and (0.4, 0.7)

in Figure 5.4(a). This complicated structure extends in the z-direction in 3D giving

an almost-spiral electron flow dubbed as “electron vorticity” [Hwang et al., 2019]. By

virtue of reduced dimensionality, such structures are absent in 2.5D simulations as

seen in Figure 5.4(b). These structures have only recently been discovered in MMS

observations owing to its unprecedented time resolution [Hwang et al., 2019] and can

be used as a proxy for the electron diffusion region.

To examine the complete three-dimensional structure of the 3D simulation, it is

illuminating to plot electron flows in the xz and yz-planes as well. Figure 5.5(a) shows

the total electron flows where the primary flow is directed along ẑ. This is not so

surprising as the electron flows are dominated by the equilibrium flows. On top of the

equilibrium flows, the vector arrows clearly point away from the x-point at x = 0.33.

To see the diverging electron jets due to the magnetic reconnection, we decompose the

total flows once again into components parallel and perpendicular to the local magnetic

field directions. A planar cut of the perpendicular electron flows in the xz-plane at

y = 0.75 is shown in Figure 5.5(b). The extension of x-line is about 0.2di ∼ 8.5de in

the z-direction which corresponds to the length of the isosurface of E‖ along z shown
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Figure 5.4: Similar perpendicular flows are seen in 3D and 2D simulations. (a) Spi-
ralling vector field above y = 0.76 in 3D, not present in 2D simulations
shown in (b).
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(a) (b)

Figure 5.5: (a) Electron flows at y = 0.75 in the xz-plane. Diverging electron flows
~Ve seen along x = 0.33. (b) Perpendicular electron flows at y = 0.75 in
the xz-plane is shown. Diverging electron flows ~Ve⊥ are seen at x = 0.33
around which the maximum value of E‖ is measured.
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(a) (b)

Figure 5.6: (a)Electron flows at x = 0.3 in the yz-plane: The flows converge around
y = 0.75. (b) Perpendicular electron flows at x = 0.33 in the yz-plane is
shown. Converging electron flows ~Ve⊥ are seen along y = 0.77.

in Figure 5.3. Diverging electron flows at x = 0.33 are seen in Figure 5.5(b) which lie

almost purely in the x-direction.

To examine the inflowing plasma that feeds the magnetic reconnection with

electrons, the total electron flows velocities ~Ve are shown in Figure 5.6(a) in the yz-

plane. This planar cut is taken at x = 0.33 right through the x-line. Once again, the

vector field is dominated by the equilibrium flows, however, when the perpendicular

flows ~Ve⊥are drawn, the direction of the inflowing plasma upstream of the x-line be-

comes very clear. This feature is seen in Figure 5.6(b). When z < 1.2, there are no

inflowing plasma converging along y ∼ 0.77. Thus, this 3D magnetic reconnection is
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Figure 5.7: (a) Vez in the yz-plane at x = 0.33 is shown where E‖ is localized along z.
The dotted black rectangular box has the same length in z as the diffusion
region. (b) Zoomed-in Vez structure. (c) Cuts along y at different z-
locations are plotted. The electron flows Vez increase roughly from −31
to −23.
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Figure 5.8: Three dimensional structure of ~Ve in the diffusion box: The vector arrows
represent electron flows ~Ve. The arrows are longer closer to z = 1.24
compared to z = 1.4.

highly localized. In addition, the extension of spiraling electron vorticity structure in

the z-direction is seen at about (y, z) = (0.75, 1.1).

Finally, we touch upon the mechanism of faster magnetic reconnection in three

dimensions versus two dimensions by examining the structure of out of plane electron

flows Vez along the z-direction. Figure 5.7(a) shows Vez in the yz-plane at x = 0.33.

There are significant variations in Vez along ẑ. The dashed black rectangular box in

this figure is identified as a local magnetic reconnection site. A zoomed-in figure of this

region is shown in Figure 5.7(b). The length in the z-direction is chosen where E‖ is

enhanced. We take 1D cuts along y at various z locations in Figure 5.7(b) as shown in

Figure 5.7(c). The magnitude of out of plane electron flow Vez decreases from ∼ 31 to

∼ 23 along these cuts. The flows to the left of z = 1.24 are larger than the flows to the

right of z = 1.4. However, they point in the same direction: i.e., in the −ẑ direction.

This necessarily means that there is a net mass flux in −ẑ. In the two-dimensional

configuration, this net mass flux is simply not possible. Thus the inflowing plasma in

3D has one more direction into which it is released without being replenished, which

enables it to be faster than 2D configuration. Further, in steady state Sweet Parker
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analysis of the 2D configuration, the plasma that flow in has to be ejected in a 2D

plane. Under the steady state assumption, this is usually written as vin/vout = δ/∆,

where δ is the width of the diffusion box and ∆ is the length of the diffusion box. While

this assumption holds true for many magnetic reconnection events found in nature, it

fails when significant variations along the direction of the current sheet are present.

For example, in the present 3D simulation, the flows of electrons are not uniform in the

z-direction. This is seen in Figure 5.8, where the arrows represent the total electron

flows ~Ve. This three-dimensional region is where the E‖ structure is large and can be

viewed as a 3D diffusion box. We now extend the steady state Sweet Parker analysis to

3D configuration. From the continuity equation, we have ~∇· ~Ve ∼ 0. The diffusion box

now has length lz in the z-direction and a net flow which we denote by V ∗ez. Assuming

that δ
∆

stays constant, it can be shown that Vin ∼ δ
∆
Vout + δ

2lz
V ∗ez. If lz is large, we

recover the 2D result.

5.4 Conclusions

We have explored the structure and properties of 3D electron-only reconnec-

tion soon after the initial onset of reconnection in a 1D force-free equilibrium. As

discussed in Section 5.1, this work is motivated by the extremely large E‖ observed

during MMS crossings of electron exhausts in the magnetosheath. Normalized to the

simulation upstream magnetic field and the electron exhaust velocity, we find that the

normalized E‖ in the 2D simulation is ∼ 0.25 while the 3D simulation shows enhanced

E‖ ∼ 0.6. Though the reconnection rate is still considerably below the recent MMS

observations, we find that 3D magnetic reconnection is clearly faster reconnection than

2.5D reconnection.

We explore the reasons for this larger reconnection rate and find that it is due

relaxed constraints on electron mass continuity in the xy plane. In 2D, all plasma

enters the diffusion region by flowing roughly in the y direction, and this same plasma

must exit along the x direction in a limited region of width comparable to the electron

inertial length. In contrast, the inherently three-dimensional electron diffusion region
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allows some plasma flowing along y to ultimately escape from the diffusion region along

the z direction. This relaxes the constraint for flow along y, allowing the reconnection

rate to be larger.

However, significant differences in reconnection inflow conditions exist between

our simulations and the Phan et al. [2018] event. Those MMS observations measured

a guide field eight times larger than the reconnection magnetic field and β ∼ 4. This

regime is not yet computationally tractable in three dimensions. It is possible that in

this more realistic regime, simulations will show a much larger E‖.

116



Chapter 6

CONCLUSIONS

Chapter 1 and 2 are basic plasma physics backgrounds that aid in understand-

ing the magnetic reconnection phenomenon. In Chapter 1, we study the properties of

magnetic reconnection in 2D configurations. A brief survey of magnetic reconnection

events in the Earth’s magnetosphere is presented, in which we list some important

prior theoretical/simulation findings that explore reconnection rate in magnetic recon-

nection in various parameter regimes (high β, low β and inclusion of guide field). We

have also listed some important observational findings regarding magnetic reconnec-

tion. Sweet-Parker scaling analysis of the electron diffusion region is explored and the

role of dispersive wave physics is presented in some detail. First, standing whistler

wave dynamics is explored and its dynamical equations are derived. Second, a similar

extension is laid out for standing kinetic Alfvén wave in the guide field limit. In this

latter extension, using Sweet-Parker like scaling analysis, we have shown that the re-

connection rate is independent of the width of the electron diffusion region. This result

has not been presented in the literature to the best of our knowledge.

In Chapter 2, the properties of linear waves, including whistler waves and kinetic

Alfvén waves, are explored using the two-fluid and kinetic models. We have used two-

fluid model because it gives us an in-depth understanding of the relationships between

electron and ion flows with respect to the magnetic field, the electric field and the

density. It also helps us establish causal relationships. These causal relationships are

presented in the form of causality diagrams, largely stemming from Professor Michael

Shay’s plasma physics coursework. Though they are not presented in plasma physics

textbooks, I have found them to be extremely useful in understanding wave dynamics.

There remains an open question as to why the ion flows are different in the two-fluid
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model and the kinetic Vlasov model in the high β regime at k⊥ρi & 1. It is seen

that the dispersion relation between these two models differs perhaps due to finite ion

Larmor radius effects but a detailed mathematical difference is yet to be worked out

and needs to be addressed in the near future. The second half of Chapter 2 concerns

with the collisionless damping mechanism of kinetic Alfvén wave. An analytic solution

of the Landau damping rate of kinetic Alfvén wave is presented. This damping rate is

also derived in Howes et al. [2006] in the gyro-kinetic limit. Along with the derivation

of KAW, other ideal MHD waves are also derived to provide some context and clarity.

In Chapter 3, we find that the quadrupolar out-of-plane magnetic field asso-

ciated with reconnection propagates away from the x-line as a kinetic Alfvén wave,

also presented in Shay et al. [2011]. In this Chapter, we extend our findings to answer

whether KAWs can propagate global distances before they damp, disperse or transform

into some other wave modes. We explore if KAWs can travel 20 − 30Re and generate

aurora. The attenuation of this KAW is consistent with linear Landau damping theory.

For magnetotail plasma conditions, KAWs can propagate tens of Earth radii with little

damping with the potential to create white light aurora. Our findings appear to be

quite robust, considering that this study uses both quasi-steady and time varying anal-

ysis of the magnetic field lines, and also spans a range of plasma parameters and ion

to electron mass ratio. This study is however limited to uniform plasma background.

The KAW propagation in the inner magnetosphere and auroral region will be the topic

of future study. Also, it remains to be seen whether the inclusion of guide field would

give consistent linear Landau damping results as is seen in our simulations. It is clear,

however, that electron scale KAWs with kds � 0.25 will attenuate completely before

reaching the inner magnetosphere. For the solar corona, on the other hand, all KAWs

with kds & 0.02 will damp long before reaching the photosphere.

In Chapter 4, we focus on small scale magnetic reconnection found in the tur-

bulent magnetosheath. Dissipation of plasma turbulent energy is a ubiquitous phe-

nomenon in our solar system which may play an important role in heating the solar
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corona, the solar wind, and regions of the Earth’s magnetosphere. In turbulent plas-

mas, magnetic reconnection has been suggested as a dissipation mechanism to damp

away cascading fluctuations energy at small scales. Recent observations in the Earth’s

turbulent magnetosheath have shown surprisingly that reconnection can occur with

no ion participation, so-called “electron-only” reconnection. Our understanding of the

transition from ion-coupled reconnection to electron-only is lacking. In this Chapter,

we study the physics controlling the transition from fully ion-coupled reconnection to

electron-only reconnection. As the domain size is gradually increased, the coupling of

the ion flows to the reconnected magnetic field gradually increases, becoming fully cou-

pled for a domain size of around 40 ion inertial lengths. As the domain size increases,

the physics controlling the ion exhaust velocity changes from kinetic Alfvén physics to

MHD physics. For smaller systems with higher wave numbers, the magnetic field line

acts as a kinetic Alfvén wave as it contracts, with little or no ion response. With larger

system sizes and smaller wave numbers, the wave gradually acts as an MHD Alfvén

wave with Alfvénic frozen-in ion outflows.

Using geometric arguments, we find that the magnetic bubbles associated with

magnetic reconnection have to be greater than about 10 ion inertial lengths to measure

any ion response. For fully coupled ions an exhaust width & 5 is required; thus, fully

frozen-in ion exhausts would require a magnetic bubble size of at least several 10s of

ion inertial lengths. There are much to be learned when the reconnection is in a more

transient onset phase. The time derivatives could have significant effects. In such

scenarios, the usual Sweet-Parker like analysis of the diffusion region is no longer valid.

This is a topic of future research. An important extension to this work is to study

the response of ions in three-dimensional configuration. Chapter 5 is an extension

of this work in three dimensions but confined to only electron length scales due to

computational limitations.

In Chapter 5, 3D electron-only reconnection is presented and briefly explored.

The parallel electric field (reconnection rate) at the x-line is shown to be much larger

than its 2D counterpart. We investigate what makes the reconnection rate larger in
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3D versus 2D. The inherently three dimensional electron diffusion region allows some

plasma flowing along y to ultimately escape from the diffusion region along the z-

direction. This relaxes the constraint for flow along y, allowing the reconnection rate

to be larger. The structure of the electron diffusion region is explored. Future extension

of this work will be to explore more realistic regimes measured by MMS in the turbulent

magnetosheath. In such regimes, it is yet to be seen whether we will measure yet larger

E‖.

In this PhD thesis, we have made significant breakthroughs associated with

effects due to ion decoupling from the reconnection process. However, there are signif-

icant gaps in our understanding of what controls the degree of ion coupling and how

it affects reconnection properties. Few studies of reconnection as an element of tur-

bulence have been done in three-dimensional configuration. Much remains to be done

in regards to understanding transition from ion-coupled to electron-only reconnection.

It is yet to be seen whether the KAW scaling analysis in 2D will also hold true in

three-dimensions. Can this transition be understood in turbulence simulations where

the reconnection geometries are more complex? What role does asymmetric reconnec-

tion have in coupling of ions? How does the x-line spread in the z-direction in the

electron-only reconnection? And lastly, what are the energies of electrons and ions if

ions are fully coupled with reconnection in the three dimensional configuration? I end

this conclusion with a paragraph from Alice’s Adventures In Wonderland - Chapter 1.

Either the well was very deep, or she fell very slowly, for she had plenty of
time as she went down to look about her, and to wonder what was going
to happen next. First, she tried to look down and make out what she
was coming to, but it was too dark to see anything: then she looked at
the sides of the well, and noticed that they were filled with cupboards and
book-shelves: here and there she saw maps and pictures hung upon pegs.
She took down ajar from one of the shelves as she passed: it was labeled
“ORANGE MARMALADE” but to her great disappointment it was empty:
she did not like to drop the jar, for fear of killing somebody underneath, so
managed to put it into one of the cupboards as she fell past it.
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