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ABSTRACT

A mobile ad hoc network (MANET) is a self-organizing infrastructure-less net-

work of mobile nodes needing multi-hop communication. MANETs support a wide

range of applications in vehicular, mesh, sensor, and IoT networks, as well as in mil-

itary operations, emergency search and rescue operations, disaster relief efforts, and

providing Internet connectivity to remote regions. MANET characteristics make rout-

ing packets challenging because node mobility results in dynamic changes to the net-

work topology. Unsynchronized transmissions result in increased interference, packet

losses, and link instability, making communication unreliable, especially over multi-hop

routes.

Traditional MANET solutions have followed the decentralized paradigm, in

which the nodes select routes for forwarding data packets either independently or as

a group. In the past few years, Software-Defined Networking (SDN) has introduced a

paradigm shift, in which centralized architectures have been sought-after for both wired

and wireless networks. These architectures are designed to have an SDN Controller

(SDNC), responsible for selecting network routes and dynamically controlling the net-

work behavior in a centralized manner. Most existing SDN-based architectures for ad

hoc networks propose using one or more of the following: infrastructure for hosting fixed

SDNC, out-of-band single-hop links for control communication, location-tracking for

learning network topology, or pre-existing IP connectivity for control communication.

Such architectures are inadequate for infrastructure-less networks having intermittent

links and susceptibility to high interference, packet losses, and collisions.

In this dissertation, we present an architecture for Software-Defined Mobile Ad

Hoc Network (SD-MANET). We presume none of the constraints imposed by the previ-

ous architectures. We design our SD-MANET architecture to have the following three
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functions: (1) learning route to SDNC, (2) learning network topology, and (3) sending

network routes. We cater to the needs for proactive, reactive, and hierarchical routing

protocols for MANETs by designing the following SD-MANET routing protocols:

1. PCC, a proactive routing protocol

2. CORR, a reactive routing protocol

3. CPR, an improved proactive routing protocol

4. HCPR, a hierarchical routing protocol

MANET applications using low data rates for providing long-range communica-

tion endure low network capacity. In several contexts, the capacity is so low that the

use of control packets completely overwhelms the network, rendering all existing solu-

tions inadequate even for moderate-size networks. We address this issue by designing

two novel zero-control-packet protocols:

1. ECHO, a protocol designed for efficient network-wide broadcast

2. VINE, a protocol for delivering a message to the specified destination

These protocols do not use any control packets whatsoever. Instead, they include some

additional information in the data packet header for building states in the nodes. Sub-

sequent data packets get forwarded based on these states. The additional information

in the data packet header is constant in size and does not scale with network size or

density. We show it to be insignificant compared to the control packet sizes used by

traditional routing solutions. We use some of the features of the ECHO and VINE

protocols for designing the CORR, CPR, and HCPR protocols.

We evaluate all our routing protocols for a wide range of scenarios, addressing

scalability, load, density, and mobility. We present their simulation results and theo-

retical analysis. The results indicate that our SD-MANET protocols perform as good

as, and in most scenarios outperform, the state-of-the-art protocols. In low-capacity

networks, where all existing solutions perform unsatisfactorily, our protocols not only

meet the requirements but also scale with network size and show superior reliability.
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Chapter 1

INTRODUCTION

Advances in wireless technologies have allowed rapid development of indepen-

dent mobile networks. One popular category of mobile networks is Mobile Ad Hoc

Networks (MANETs), in which nodes autonomously self-organize and establish wire-

less multi-hop communication among themselves. There are no dedicated forwarding

devices in such a network. Each node is both a forwarding device and an end host.

MANETs have a wide range of applications in several scenarios, including emergency

search and rescue operations, military operations, disaster relief efforts, Internet con-

nectivity, vehicular networks, and sensor networks. Based on their applications, they

usually get classified into the following categories:

• Tactical MANET [114]: Military operations need on-the-fly wireless multi-
hop connectivity in remote locations where infrastructure such as base stations
do not preexist.

• Vehicular Ad hoc Network (VANET) [54]: Autonomous and self-driving
vehicles need to communicate among themselves and with roadside units for
collecting information for better decision-making.

• Wireless Mesh Network (WMN) [23]: Devices such as goTenna Mesh [3]
provide off-grid communication during disaster relief and emergency situations
using wireless peer-to-peer connectivity typically over multiple links.

• Wireless Sensor Network (WSN) [22]: Sensors collecting environmental
data such as noise, temperature, humidity, and pressure need to transfer the
collected information to the sink node.

Most MANET applications require establishing local communication within a

group of nodes, but they may also be used to extend fixed infrastructure deployments.

One such example is extending wired networks and providing Internet connectivity
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over multi-hop access points. Depending on the application, the nodes may be mobile

or stationary. They may also be a part of the existing infrastructure or deployed

independently. This dissertation considers MANETs to be infrastructure-less having

mobile nodes that need communication among themselves. Designing solutions for

such networks is challenging due to the following reasons:

1. Node mobility results in a dynamic and unstructured network topology.

2. Nodes have relatively unstable links, mainly due to mobility, interference, and
propagation losses from changes in the environmental conditions.

3. Link instability results in unreliable communication, especially over multi-hop
links.

There are several aspects of designing solutions for such networks. The two most

important ones are (1) utilizing the shared wireless medium efficiently for transmitting

messages and (2) sending messages efficiently from source to destination. This disser-

tation focuses on the second aspect. In particular, it presents protocols for delivering

packets from one node to another (i.e., routing protocols).

Traditional MANET solutions have followed the decentralized paradigm, in

which the nodes select their routes for forwarding packets either independently or as a

group. Considering the popularity of MANETs and their wide range of applications,

researchers have proposed several routing protocols in the literature [31]. Most of them

are adaptations of distance-vector or link-state routing and are generally classified into

three categories: proactive, reactive, and hybrid.

1.1 Software-Defined Networking

In the past decade, the advances in Software-Defined Networking (SDN) have

brought about a paradigm shift, in which centralized architectures have been sought-

after for both wired and wireless networks. The main principle of SDN is to separate

functions, such as routing, from the forwarding devices and move them to a logically

centralized entity, called SDN Controller (SDNC). This architecture allows the SDNC
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to manage the forwarding devices in a centralized manner. It also enables provision-

ing of additional services, such as load balancing, firewall, access control, QoS, and

network monitoring, without the need for dedicated devices for each of them. These

features make the network programmable and improve the management and utiliza-

tion of the available network resources. The control communication between the SDNC

and the forwarding devices is through a well-defined protocol such as OpenFlow [84]

or ForCES [43].

The SDN design principles apply to both wired and wireless networks. A large

number of wireless domains have adopted and benefited from the centralized architec-

tures [60, 59]. However, the application of SDN to MANETs faces several challenges,

mainly due to the dynamic nature of network topology. The traditional SDN archi-

tecture is not designed to accommodate the requirements of a DIL (Disconnected,

Interrupted, and Low-bandwidth) network. It requires reliable control communica-

tion between the SDNC and forwarding devices. The existing control communication

protocols also do not have the functionalities necessary for managing MANETs. The

sizes of control messages (i.e., OpenFlow messages) may also be too large for a scarce

bandwidth MANET.

Despite the challenges, a centralized architecture for MANETs can potentially

realize the following benefits:

1. Moving the complex topology discovery and route selection procedures from
nodes to the SDNC increases the battery lifespan of nodes.

2. Avoiding the need for regularly sharing routing information between all neighbor
nodes reduces the communication overhead.

3. Dynamically adjusting the routing parameters based on the network character-
istics may improve the performance.

4. Opportunistically updating the routes in all nodes on receiving route request or
identifying topology changes reduces the latency.

5. Preemptively sending routing information if node movement patterns are avail-
able in advance enables uninterrupted and seamless communication.
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6. Provisioning nodes with multiple radios configured to work on different frequen-
cies (or RF technologies) may allow the SDNC to utilize the radio spectrum
efficiently and improve the network performance.

There have been several SDN-based centralized architectures [38, 122, 41, 74,

109, 127, 61, 37, 29, 24] proposed for MANETs in the past few years. However, most,

if not all, of them rely on one or more of the following constraints:

1. OpenFlow [84] or ForCES [43] for the control communication.

2. Network infrastructure (i.e., a base station) for hosting SDNC.

3. Single hop (direct) wireless link between the SDNC and each node, using either
an in-band or out-of-band connection, such as cellular or LTE.

4. Location tracking services for learning the network topology.

5. Preexisting IP connectivity.

These constraints make the existing architectures inadequate for infrastructure-less

MANETs having low-capacity links and susceptibility to high interference, collisions,

and packet losses. Moreover, these architectures fail to address the network dynamics

and autonomous network topology discovery [59, 40]. Further, they present use cases

and improvements in certain situations but do not provide extensive evaluations and

performance comparisons to the state-of-the-art solutions.

1.2 Dissertation Contributions

We propose an architecture for Software-Defined Mobile Ad Hoc Networks (SD-

MANET) and design several centralized routing protocols for supporting different needs

of MANETs. We also present two novel zero-control-packet routing protocols for the

low-rate long-range MANETs.

Software-Defined Mobile Ad Hoc Networks Architecture

Our SD-MANET architecture is designed to have none of the constraints of the

previous work on SDN-based MANET architectures. In particular, the SDNC is one

of the mobile nodes within the network. All nodes, including the SDNC, have limited
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transmission ranges and need multi-hop control and data communications. The SDNC

learns the network topology without using any location service and selects routes for

all other nodes in the network. It uses the in-band channel for communicating with

the nodes. The SDNC also hosts data applications and relays data packets similar to

other nodes.

We identify three functions to be necessary for managing an SD-MANET. They

are (1) learning route to SDNC, (2) learning network topology, and (3) sending network

routes. We use these three SD-MANET functions for describing a centralized proactive

routing protocol called PCC.

Low-Rate Long-Range Routing Protocols

Several application contexts, such as public safety and disaster relief, require off-

grid multi-hop communication for covering a large area. Keeping the network connected

using short-range communication technologies (e.g., WiFi) needs dense deployments,

which increases the cost. Thus, users need long-range devices that are preferably

lightweight (and hence low power) and inexpensive. However, achieving long ranges

requires using reduced data rates, assuming power and cost requirements remain the

same. There are fundamental constraints on optimizing range, rate, cost, and power,

all simultaneously.

In such low-rate regimes, the overhead of control packets of the routing protocol

becomes intolerable because it consumes most of the available bandwidth. Further,

at low rates, the transmission delay is high, and the network experiences increased

interferences and packet collisions.

For addressing these challenges, we design two novel zero-control-packet routing

protocols: ECHO and VINE. The ECHO protocol performs efficient network-wide

broadcasts by selecting a subset of nodes in the network (i.e., the critical nodes), whose

transmissions result in all nodes receiving the message. The VINE protocol delivers

the message reliably to the destination specified in the header. Both these protocols

do no use any control packets whatsoever. Instead, they use additional fields in the
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packet header for building states, which the nodes use for forwarding subsequent data

packets.

SD-MANET Routing Protocols

We use some of the features of the ECHO and VINE protocols for optimizing

the three SD-MANET functions. These optimizations reduce communication overhead

and increase reliability. We design reactive, proactive, and hybrid routing protocols

that make use of these optimizations for efficiently learning the network topology and

disseminating the routing information.

In our reactive protocol, called CORR, the SDNC sends routing information

on receiving request messages from the nodes. By contrast, in our proactive protocol,

called CPR, the SDNC sends the routing information periodically for maintaining up-

to-date states in all nodes.

For addressing the scalability challenges, our hierarchical protocol, called HCPR,

builds clusters of nodes in the network and identifies gateway nodes. Each cluster has

a cluster head for configuring intra-cluster routing, whereas the gateway nodes enable

inter-cluster routing.

Evaluations

Our SD-MANET architecture and protocols are implemented and evaluated in

ns3 [13]. Since ns3 does not include a fully developed module of SDN, we extended

the simulator to include the required features, making changes to several layers of the

IP stack. These changes enabled us to integrate an SDN architecture into simulations

of MANET networks. We use this enhanced ns-3 simulation framework to conduct

detailed performance evaluation studies, comparing our protocols with other standard

and widely-used MANET protocols.

We also present the communication complexity analysis of all protocols in their

respective chapters. The control messages of all SD-MANET routing protocols are

designed using the packet/message format specifications described in RFC 5444 [36].
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We describe the designs of these control messages in Appendix A. The zero-control-

packet routing protocols do not have any control messages, but their data packet header

includes extra information, which we explain in the respective chapters.

1.3 Dissertation Outline

We show the chapter dependency and dissertation outline in Figure 1.1.

MANET
Chapter 2
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Chapter 2
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Chapter 3
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Chapter 2
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Chapter 4
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Appendix

Figure 1.1: Dissertation Outline

Chapter 2 describes the background information on the traditional and SDN

architectures followed by an overview of the MANET routing protocols proposed over
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the years. It ends with overviews of the related works on SDN-based centralized archi-

tectures for MANETs and low-rate long-range networks.

Chapter 3 describes our SD-MANET architecture and the internal structure of

an SD-MANET node. It also explains the modifications made to ns3 for evaluating

our architecture and all the protocols. It ends with an overview of the opportunities

facilitated by our SD-MANET architecture.

Chapter 4 describes our first proactive routing protocol, called Proactive Control

Communication (PCC), for the SD-MANET architecture. It is our preliminary work

that allowed us to gain insight into the inherent challenges of centralized routing and

helped us design better approaches that address these challenges.

Chapter 5 describes our first zero-control-packet routing protocol, called ECHO,

designed for network-wide broadcasts, such as collaborative mapping and emergency

beaconing.

Chapter 6 describes our second zero-control-packet routing protocol, called

VINE, designed for user-to-user communications. This protocol allows nodes to send

private messages to other nodes as 1-1 messages.

Chapter 7 describes our reactive routing protocol, called Centralized Oppor-

tunistic Reactive Routing (CORR), designed for the SD-MANET architecture. This

protocol addresses the challenges in centralized routing and presents improvements

over the state-of-the-art routing protocol.

Chapter 8 describes our second proactive protocol, called Centralized Proactive

Routing (CPR), designed for the SD-MANET architecture. It presents improvements

over the previous proactive protocol (i.e., PCC) and also over the state-of-the-art pro-

tocol.

We use some of the features of the zero-control-packet protocols (ECHO and

VINE) for designing the CORR and CPR protocols.

Chapter 9 describes our hierarchical routing protocol, called Hierarchical Cen-

tralized Proactive Routing (HCPR), designed for the SD-MANET architecture. This

protocol allows the SDNC to address the scalability challenges.
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Chapter 10 presents a summary of this dissertation and highlights our contri-

butions. It also presents future research directions and lists some of our other research

projects that have led to publications.

The Appendix first summarizes the RFC 5444 specifications and then describes

the designs of the control messages used by our SD-MANET routing protocols.
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Chapter 2

BACKGROUND AND RELATED WORKS

In this chapter, we present an overview of the traditional and Software-defined

networking architectures and highlight the differences between them. Then we discuss

the challenges associated with routing data packets in mobile ad hoc networks and sum-

marize the protocols proposed over the years for addressing these challenges. Later, we

characterize the low-power long-range networking and describe their applications and

existing technologies. In the end, we review the centralized SDN-based architectures

proposed for mobile ad hoc networks over the years.

2.1 Traditional Network Architecture

Network architectures can be explained using two components: the data plane

and the control plane. The main function of the data plane is forwarding, i.e., the

process of forwarding a received packet to the next hop. Typically, all traditional

architectures use the destination-based forwarding model, i.e., forwarding packets based

on the destination IP address in the packet header. The main function of the control

plane is routing, i.e., determining the end-to-end route for forwarding packets from the

source to the destination. Figure 2.1 represents a traditional network architecture, in

which the control and data plane functions are bundled together in each router.

A key component in the data plane is the forwarding table. It has entries for

IP addresses for matching against the incoming packets and determining the actions

to be taken. The forwarding function matches the destination IP address in the packet

header against the entries in the forwarding table. The routing function configures

these entries in the forwarding table using the routing protocol.

10



Routing 
Function

Forwarding Table

IP Address Output

Control Plane
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Routers

Figure 2.1: Traditional Network Architecture

A general classification characterizes the routing protocols into two categories:

distance vector and link-state. Most link-state routing protocols select routes in a

centralized manner, while most distance-vector routing protocols select routes in a

distributed manner.

In a link-state routing protocol, each router first collects the status of all its

links to the neighbor nodes (i.e., the link-state) and disseminates that information in

the network, so that each router has the same global state. Then, it uses a centralized

algorithm for selecting least-cost routes to every destination. Cost is typically the

number of hops to the destination but could also be a function of other link metrics.

Most protocols use the Dijkstra’s shortest path algorithm [42] for selecting the routes.

In a distance-vector routing protocol, the selection of routes is carried out in

an iterative and distributed manner. No single router has a complete view of the

network. Instead, each router begins with only the knowledge of the costs of the

directly connected links. Then, through an iterative process of route selection and

exchange of information with other neighbors, routes to all other routers are selected.

Irrespective of the approach, the goal of every protocol is to select efficient routes for
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forwarding data packets in the network.

2.2 Software-Defined Networking Architecture

The Software-defined networking architecture separates the control plane func-

tions from routers and moves them to a logically centralized entity called the SDN

Controller (SDNC). The forwarding function remains in the router, but the SDNC is

responsible for performing the routing function. Because of this separation, this ar-

chitecture refers to the routers as the forwarding devices. Figure 2.2 shows the SDN

architecture and the separation of control and data planes.

Agent

Flow Table

Match Fields Action

Control Plane

Data Plane

Forwarding Devices

SDN Controller (SDNC)

Routing Function

Figure 2.2: Software-Defined Networking Architecture

The SDNC collects the global network state and selects the routes in a cen-

tralized manner. Each forwarding device has an agent for communicating with the
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SDNC. This communication is through a well-defined protocol – most common be-

ing the OpenFlow protocol [84]. Typically, these agents do not communicate among

themselves, nor do they actively take part in the route selection process.

The forwarding function used by this architecture is more generalized than the

one used by the traditional architecture, i.e., packets are forwarded not just based on

their destination IP address but a combination of several fields in the header. Conse-

quently, the structure of the forwarding table is also different. It is characterized as a

“match-plus-action” table and called the “flow table”.

In contrast to the traditional forwarding table, the flow table can match several

fields in the headers of the incoming packets against entries. Figure 2.3 shows a com-

plete list of these fields; among them, eleven are in the packet header, and one is the

ingress port. These specifications are from OpenFlow specification 1.0 [14].

Ingress Port Link Layer Network Layer Transport Layer

Source MAC

Destination MAC

Ethernet Type

VLAN ID

VLAN Priority

Source IP

Destination IP

IP Protocol

IP TOS

Source TCP/UDP Port

Destination TCP/UDP Port

Figure 2.3: Packet matching fields in flow table (OpenFlow 1.0)

The flow-based model allows forwarding packets based on all twelve fields shown

in Figure 2.3. Unmatched packets can be either dropped or sent to the SDNC for

further processing. The flow table also maintains a set of counters for each entry and

updates it for every hit. The SDNC can collect these flow statistics and identify traffic

patterns for making intelligent routing decisions. Each entry has a set of instructions

associated with it for determining the actions to be taken on matched packets – e.g.,

forward the packet, drop the packet, and rewrite header fields. Each entry can have
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a wide variety of actions. These actions can be updated easily by the SDNC for

realizing network functions such as load-balancing, QoS, firewall, and security, making

the packet forwarding, and hence the network, programmable.

To summarize, the two key characteristics of SDN architecture are (1) separation

of data plane and control plane and (2) flow-based forwarding model.

SDN Controller

Routing Security
Load 

Balancer
Policies

Network State

QoS

OpenFlow

Forwarding Devices

Firewall

Figure 2.4: SDN Controller

Figure 2.4 shows the internal architecture of the SDNC. The routing function,

along with other functions, such as load balancer, QoS, policies, and firewall, runs

inside the SDNC as an application. The SDNC maintains the network state, such

as network topology, link costs, and flow statistics. The flow-based forwarding model

allows the entries (i.e., flow rules) to have priorities for realizing QoS and providing

differential services to the network traffic. The QoS applications can determine these

priorities. The load balancer application can balance the network traffic according to

the workload. The flow-based forwarding model also allows the installation of firewall

rules that can block packets based on the twelve fields shown in Figure 2.3. Firewall

applications can track TCP/UDP connections and set entries for restricting untrust-

worthy connections. Security applications can enable Intrusion Detection System by
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matching packets against the signature of known attacks. Applications can also be

added to implement policies provided by the users as well as providers.

These applications utilize the network state information and their requirements

for configuring entries in the flow tables. A protocol, such as OpenFlow, determines the

communication between them. The ability to control and manage the entire network

via these applications makes the network programmable.

2.3 Mobile Ad hoc Networks

A Mobile Ad hoc Network (MANET) consists of a group of mobile nodes that

communicate without requiring a fixed wireless infrastructure. There are no dedicated

forwarding devices in the network, and each node acts both as a forwarding device and

an end host.

Some of the unique characteristics of MANETs are (1) node mobility causing

dynamic changes in the network topology, resulting in intermittent links, (2) nodes

having limited wireless transmission range and needing multi-hop communication, (3)

unsynchronized transmissions leading to interference and collisions, and (4) propaga-

tion losses causing link instability.

From the routing perspective, these characteristics are so different than those of

wired (and other wireless) networks, that it resulted in designing a new class of routing

protocols called the MANET routing protocols. There have been several MANET rout-

ing protocols proposed in the literature. Most of them are an adaptation of distance-

vector or link-state routing.

In a distance-vector routing protocol, nodes advertise their distance to each

node as a vector of distances. Nodes receive such advertisements from each of their

neighbors and combine them for selecting their best route to each destination. In a

link-state routing protocol, nodes periodically monitor their links to neighbor nodes

using Hello messages and then broadcast the information to all other nodes. Each

node builds and maintains up-to-date topology information and uses it for individually

selecting routes to every other node. Both distance-vector and link-state protocols can
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be designed to be proactive or reactive. A generic classification categorizes them into

proactive, reactive protocols, and hybrid [31].

MANETs with infrequent network traffic typically use reactive routing proto-

cols. Reactive represents a subclass of MANET routing protocols characterized by

their on-demand selection of routes. A few examples are Dynamic Source Routing

(DSR) [70] and Ad hoc On-demand Distance Vector (AODV) [92]. Typically, execu-

tion of a route request procedure – involving flooding request messages – results in the

source learning a route to the destination. Protocols may also use a route maintenance

procedure for maintaining the previously learned routes. These protocols may expe-

rience a high delay caused by data packet buffering while executing the route request

procedure.

On the other hand, MANETs with frequent and regular network traffic use

proactive routing protocols, in which routes are selected in advance between all pairs

of nodes in the network. A few examples are Destination-Sequenced Distance-Vector

(DSDV) [91] and Optimized Link State Routing (OLSR) [69]. Selecting routes in

advance and proactively updating the routing tables of all nodes incur high routing

overhead for attaining the desired network throughput and delay caused by periodic

dissemination of routing information throughout the network. Different protocols dis-

seminate different types of routing information, depending on their link-state or dis-

tance vector characteristics.

Hybrid routing protocols combine the elements of both proactive and reactive.

A few examples are Zone Routing Protocol (ZRP) [103] and Fisheye State Routing

(FSR) [88]. The general idea is to characterize zones and enable proactive routing

within the zone and reactive routing between the zones. These protocols aim for a

trade-off between the overhead and delay based on the network characteristics, such

as size, density, and mobility. However, realizing an optimal trade-off is difficult when

network characteristics are not available or vary with time.

A few routing protocols [72, 71] use location services, such as GPS, for tracking

the positions of nodes and selecting routes between them. However, these protocols
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face difficulties when the actual topologies based on path loss and connectivity are

different from the estimated ones.

Scalability is another challenge in MANET routing. There could be several ways

to define scalability. The most general definition is the ability of the routing protocol to

perform efficiently with the growth of one or more network parameters, such as network

size, network density, node speed, and traffic load [53]. The protocols mentioned so far

experience deterioration in performance when any of these parameters grow. Several

hierarchical routing protocols [67, 106] address these scalability issues. These protocols

build a hierarchy of nodes, typically through clustering techniques. Nodes at the higher

levels of hierarchy provide additional services like acting as gateways and forwarding

the packets to other clusters.

Even though several classes of protocols operate under different scenarios, they

usually share common goals, such as reducing overhead, maximizing the throughput,

and minimizing the delay. The differentiating factor between the protocols is the

way they select and maintain the routes. Almost all protocols have their deployment

scenarios and parameter combinations where they outperform other protocols. Optimal

selection often requires careful analysis of the network scenario, requirements, and

characteristics.

2.4 SDN-based Architectures for MANETs

Most SDN-based centralized architectures [38, 122, 41, 74, 109, 127, 61, 37,

29, 24] proposed for MANETs expect an infrastructure-based deployment, where the

SDNC is stationary and uses either single hop (direct) out-of-band (i.e., a different

network) links or preexisting in-band (i.e., the same network) IP connectivity for con-

trol communication with the nodes (sensors [38], mesh [41], vehicles [74, 109, 127, 61]).

Some [61, 38] use a location-tracking service for learning the network topology and en-

abling multi-hop data communication, while others [41, 29] present QoS and traffic en-

gineering use cases. However, these architectures are inadequate for infrastructure-less
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networks. Further, the use of OpenFlow or any similar protocol would be impractical

for low-capacity networks because of their large overhead.

An SDN-based architecture for mesh networks [40] suggests using OpenFlow-

enabled mesh access points and gateways, allowing the SDNC to trigger and manage

the handover of mobile nodes between access points. A traffic engineering use case

in [41] dynamically configures rules for balancing the Internet traffic across multiple

gateways. However, in both these approaches, the multi-hop routing in the network

is configured using OLSR. An SDN-based architecture for sensor networks proposed

in [38] deploys the SDNC in a stationary base station and assumes that a direct link

is available to each sensor node for the control communication. The SDNC learns the

network topology by tracking the position of nodes using a location service and then

uses it for configuring the network routes.

SDN-based architectures [75, 73, 109] for vehicular networks also propose de-

ploying the SDNC inside a base station. Architectures in [127, 61] assume vehicles to

remain connected to the Internet or cloud infrastructure via an out-of-band cellular

network. For issues related to loss of connectivity with the SDNC, a clustering tech-

nique in [37] creates domains, each having a cluster head acting as the local SDNC.

Vehicles periodically share their position, velocity, direction vectors, and cluster infor-

mation. A local SDNC receives route request messages from vehicles in its cluster and

forwards the messages to other SDNCs via a gateway selection algorithm for finding a

path to the destination. All these architectures require infrastructure for hosting the

SDNC and out-of-band links, in the form of LTE or WiFi/ WiMax, for the control

communication.

A hierarchical distributed control plane architecture proposed in [44] divides the

network into domains. Each domain has its own SDNC. The routing functions remain

distributed, while the SDNC performs all other control functions.

In contrast to all the above approaches, we have designed an architecture [45]

(explained in Chapter 3), in which one of the mobile nodes hosts the SDNC. All

nodes, including the SDNC, have limited ranges, and the architecture uses multi-hop
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in-band control and data communications. The SDNC learns the network topology

and disseminates the network routes without tracking the locations of mobile nodes.

For our centralized architecture, we have designed several different centralized

routing protocols [45, 49, 46, 85], catering to the needs of proactive, reactive, and

hierarchical routing approaches. We describe these protocols in Chapters 4, 7, 8, and 9.

2.5 Low-Rate Long-Range Networking

The essential requirement for wireless communication is that there needs to

be connectivity, i.e., the node should have a link to another node. Consequently, if

the node wants to be able to communicate with every other node, then the graph

representing the network topology should be connected. Connectivity depends on

wireless transmission range, which in turn depends on the RF technology being used.

Each technology provides a different trade-off between range, data rate, cost, and

power [95]. But for given output power, the data rate determines the range. A low

data rate provides a long transmission range due to increased sensitivity at the receiver.

Further, long messages sent at low data rates increase the possibilities of interference.

So, long-range systems typically need to optimize the range and transmission time

balance. Narrowband techniques (25 kHz bandwidth) provide an excellent link budget

due to low in-band receive noise and give an optimum trade-off between range and

the transmission time. The industry widely accepts and utilizes these technologies for

long-range systems [76].

The proliferation of the Internet of Things (IoT) applications – needing long-

range and wide-area communication at low-power – have allowed the development of

Low-Power Wide-Area Networks (LPWAN), which supports the development of long-

range, low-power, and low-cost devices as well as infrastructure for connecting a large

number of devices [66]. The increasing demands have resulted in the development of

several competing LPWAN technologies. These technologies combine low data rate and

robust modulation schemes to achieve multi-kilometer communication ranges. Some

of the infrastructure-less LPWAN technologies are LoRa [10], SigFox [15], IQRF [8],
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RPMA (Ingenu) [7], DASH7 [1], Weightless-N (nWave) [16], Weightless-P [16], SNOW

(Sensor Network Over White Spaces) [101, 102], while some of the infrastructure-based

technologies are LTE Cat M1 [11], EC-GSM-IoT [2], NB-IoT [115], and 5G [12].

LoRaWAN [10] is one of the successful ones, having its network stack rooted in

the LoRa physical layer, which uses data rates between 0.3 Kbps and 50 Kbps. LPWAN

provides opportunities in a large class of IoT applications: smart city [123], Agriculture

and Smart Farming [111], Healthcare Applications [65], and Transportation [119].

Despite several promises, existing LPWAN technologies face several hurdles be-

cause of spectrum limitation, coexistence, mobility, scalability, coverage, security, and

application-specific requirements, such as traffic and real-time communication, making

their application challenging [66].

Among all the above challenges, scalability in dense networks is the biggest

challenge for LPWANs [39]. The performance of LoRa, widely considered as an

LPWAN leader [5, 9, 28, 34, 83], drops exponentially as the number of end-devices

grows [21, 25, 30, 39, 57, 112]. Further, most applications are limited to star topolo-

gies, whereas the cellular-based ones rely on wired infrastructure for integrating multi-

ple networks and covering larger areas. Lack of proper infrastructure and connectivity

limit their agricultural applications.

Zigbee [17] is an IEEE 802.15.4-based specification [6] for a suite of high-level

communication protocols used for creating small low-power digital radios. It has a de-

fined rate of 250 kbps best suited for intermittent data transmissions from a sensor or

input device and applications, such as for home automation, medical device data collec-

tion, and other low-power low-bandwidth scenarios. Zigbee devices transmit messages

over long distances using a multi-hop mesh network of devices.

Narrowband tactical communications (e.g., NATO NBWF [18]), off-grid disaster

relief, and public safety professionals often need an instantly and inexpensively deploy-

able off-grid communications system for collaborative mapping, texting, and emergency

beaconing [96]. They need communication devices to be lightweight, long-lasting (low
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power), and not expensive (low cost). Besides, they need a multi-hop off-grid connec-

tivity for covering a large area (i.e., mesh networking) as well as support user mobility.

Because of all these requirements, the devices are required to use low data rates.

In all the above contexts, using low data rates is not a problem in itself, but it

is essentially a routing protocol problem. The routing protocols use different strategies

for generating and disseminating control packets, and some may do the job with fewer

control packets. However, it turns out that the very act of using control packets

consumes a base level of overhead. In networks with high data rates, the overhead of

these control packets is tolerable. However, when the data rate is low, the overhead

consumes most of the available bandwidth, leaving little or none for the actual traffic.

For addressing the above issue, we have proposed a mobile mesh networking

architecture in [98] for networks characterized by low data rates and designed two zero-

control-packet routing protocols [47, 97, 48]. Our first zero-control-packet protocol,

called ECHO [47, 97], is explained in Chapter 5. It allows nodes to perform efficient

network-wide broadcasts by selecting and maintaining a broadcast backbone without

using any control packets. Our second zero-control-packet protocol, called VINE [48], is

explained in Chapter 6. It delivers the packet to the destination specified in the header.

VINE includes some information in the packet header that allows nodes to build states

(i.e., routes) towards nodes. Nodes use these states for forwarding subsequent data

packets to their destinations.

We use some of the features of our zero-control-packet protocols (ECHO and

VINE) for designing the centralized routing protocols for our SDN-based architecture

for MANETs.
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Chapter 3

SOFTWARE-DEFINED MOBILE AD HOC NETWORK

In this chapter, we first describe our architecture for Software-Defined Mobile

Ad Hoc Networks (SD-MANETs) and follow it up with an explanation of the internal

structure of an SD-MANET node. Then we illustrate the modifications made to the

ns3 simulator for evaluations. In the end, we explain the opportunities enabled by an

SDN-based centralized architecture for MANETs.

3.1 Design Considerations

In our design considerations for SD-MANETs, we do not assume the availability

of any of the following: (1) infrastructure for hosting the SDNC, (2) single-hop (direct)

out-of-band control communication links between the SDNC and each node, (3) loca-

tion services for tracking the position of nodes or for learning the network topology,

and (4) preexisting IP connectivity for control communication.

Using infrastructure such as an LTE base station for hosting, makes the SDNC

immobile, but we consider all nodes, including the SDNC, to be mobile. Using single-

hop control communication links requires the SDNC to have a better (longer) trans-

mission range than other nodes, but we have considered all nodes to possess similar

transmission capabilities.

3.2 Architecture

Figure 3.1 shows our SD-MANET architecture, where one of the mobile nodes

hosts the SDNC. This node is predetermined and not based on any election procedure.

It has functionalities similar to other nodes in the network, including hosting data

applications and relaying data packets. There are no dedicated forwarding devices.

22



Routing QoS Firewall
Load 

Balancer

Security Policies

Connectivity 
Manager

Topology 
Manager

Forwarding 
Manager

Applications

Managers

SDNC

Data Communication Control Communication

Mobile Nodes

Figure 3.1: Software-Defined Mobile Ad hoc Network Architecture

Each node acts both as a forwarding device and an end host. Each node has limited

wireless transmission range, so both the control and data communications are over

multi-hop routes.

In the traditional MANET architecture, the data plane and control plane func-

tions are bundled together in each node, and the routing functions inside the nodes

communicate with each other for selecting routes individually. By contrast, in our

architecture – which is similar to the standard SDN architecture – the routing function

is moved from all nodes to the SDNC.

With the SDNC having the routing function, it has responsibility for selecting

routes for all nodes in the network. The SDNC selects the routes using the net-

work’s global view, which it learns and maintains by periodically learning the network

topology. One way of learning the network topology is by knowing the neighborhood

information of each node. Each node needs a route to the SDNC for sending its
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neighborhood information. Thus, our architecture requires the following three network

functions: (1) learning route to SDNC, (2) learning network topology, and (3) sending

network routes. The three managers inside SDNC (shown in Figure 3.1) are responsible

for these three functions. We describe them below.

• Connectivity Manager: In a dynamic network, the network topology changes
frequently, but nodes need to learn and maintain their route to SDNC for sending
control messages. The Connectivity Manager helps nodes to perform this task.

• Topology Manager: The SDNC needs to learn the network topology for se-
lecting the network routes. The Topology Manager is responsible for collecting
the messages having the topology information.

• Forwarding Manager: The SDNC needs to send the route updates to all
nodes. The Forwarding Manager is responsible for preparing the messages and
disseminating them in the network.

The three managers help SDNC manage the network in a centralized manner

and address the traditional MANET challenges: dynamic network topology, multi-hop

communication, and infrastructure-less deployment.

We have designed several different routing protocols supporting the SD-MANET

architectures. All of them are described using the three functions listed previously.

In addition to the routing application, the SDNC also includes other applica-

tions, such as load balancer, QoS, and policies, that can determine and influence the

route selection. The network becomes programmable through these applications.

3.3 Internal Structure of Node

Figure 3.2 shows the internal structure of an SD-MANET node. Each node has

a flow table, which is similar to the flow table of an OpenFlow-enabled forwarding

device. Data packets are forwarded using the entries (network routes) configured in

the flow table1.

1 From here on, we use the terms flow table and routing table interchangeably.
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Figure 3.2: Internal structure of an SD-MANET node.

The routing function inside a traditional MANET node communicates with the

routing functions in other nodes for updating the routing table by exchanging con-

trol messages typically as UDP payloads. In the standard SDN architecture, shown

previously in Chapter 2, Figure 2.2, each forwarding device has an agent for commu-

nicating with the SDNC using the OpenFlow protocol and installing routes in the flow

table. In our SD-MANET architecture as well, each node has an agent, called the

local controller, which communicates with the SDNC using a communication protocol.

The local controller maintains a route to SDNC for sending control messages. The

communication between the local controller and the SDNC is not using OpenFlow but

using our custom-designed protocols (explained in the following chapters). The local

controller converts the routing information sent by the SDNC into the OpenFlow mes-

sages for installing routes in the flow table. This conversion reduces the communication

overhead and makes the network programmable, allowing our architecture to facilitate

several benefits of SDN.

Nodes can have more than one wireless adapters. But since the architecture

does not use any out-of-band communication, nodes can use the same adapter for both

control and data communications. For identifying the control packets, the flow table
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has an entry for checking the port number in the transport header and sending the

matching packets to the local controller.

3.4 ns3 Simulator Modifications

We now present the modifications made to the ns3 simulator for implementing

our SD-MANET architecture.

The ns3 simulator has a rudimentary module available for SDN and OpenFlow

simulations. This module includes components for an elementary controller and an

OpenFlow-enabled switch supporting OpenFlow specification v0.8.9 (draft version) for

simulating wired networks with Ethernet links between the host and the switch.

Figure 3.3(a) shows the traditional IP stack of a host in ns3. We modified this

stack to include the OpenFlow switch component between the network layer and the

link layer (shown in Figure 3.3(b)). Since the original switch component works only

with Ethernet network devices, we modified it to work with WiFi network devices. We

configured the devices to work in the ad hoc mode (i.e., infrastructure-less mode) and

use CSMA.

We also modified the elementary controller to run as an application inside each

node. The controller application uses UDP for communicating with the controller

application in other nodes. We implement the routing protocol logic and control packet

processing inside the controller application. We design the control messages used by

the routing protocols using the specifications described in RFC 5444 [36].

Nodes use the entries in the flow table of the switch component for route lookup.

We extended the OFSID library providing the flow table implementation for supporting

the route lookup. When the data applications generate data packets, the node bypasses

the network layer (i.e., routing table lookup) and sends the packets directly to the

switch component. Similarly, when the node receives a packet from another node, it

sends them to the switch (not the network layer) for matching against the flow table

entries and determining the action.
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Figure 3.3: Modifications to the IP stack in the ns3 simulator.

3.5 SD-MANET Opportunities

In addition to inheriting all the traditional advantages of SDN, our architecture

also enables several opportunities for improving the performance of MANETs. These

opportunities include:

Control communication overhead: Most decentralized routing protocols

require periodic exchange of routing information between all pair of neighbor nodes.

Disseminating the routing information from a centralized location (i.e., the SDNC)

can reduce the communication overhead, which is one of the objectives of all routing

protocols, especially in a scarce bandwidth MANET.

Dynamic adjustment of routing parameter values: Most routing proto-

cols require pre-configured values for the rate at which the functions, such as neighbor

discovery and route discovery, are performed. A centralized architecture allows es-

timating appropriate values for the routing parameters based on the global view of

the network and then programmatically setting these values in the nodes via control

messages.

Latency: Node mobility causes dynamic changes in the network topology and
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frequent link failures. A centralized architecture can quickly identify the configured

routes affected by the changes in the network topology and opportunistically update

them for reducing the latency.

Route planning: In scenarios where the movement patterns of nodes are avail-

able in advance, the SDNC can preemptively update routes in all nodes and facilitate

seamless communication.

Spectrum utilization: Nodes having multiple wireless adapters working at dif-

ferent frequencies can be used for forming subnets or virtual wireless networks. Nodes

can get route updates for forwarding data packets via different adapters for reducing

interference and improving spectrum utilization.
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Chapter 4

SD-MANET ROUTING

In this chapter, we present a routing protocol, called Proactive Control Com-

munication (PCC), designed for the SD-MANET architecture described in Chapter 3.

We start with the description of the protocol and then explain its communication

complexity, followed by the results of the simulation experiments.

4.1 The PCC Protocol

As the name suggests, PCC is a proactive protocol, in which the SDNC proac-

tively updates the routes in all nodes. Each node receives routes to all other nodes in

the network. We describe PCC using the following three functions:

1. Learning Route to SDNC

2. Learning Network Topology

3. Sending Network Routes

The three managers inside the SDNC described in Chapter 3 perform the above

three functions.

4.1.1 Learning Route To SDNC

The Connectivity Manager allows each node to learn a route to SDNC (RTS).

The SDNC periodically floods a message called Topology Discovery (TD). This mes-

sage includes a field (seqNum) for the sequence number. A new TD has a higher

seqNum than the previous ones. The SDNC calls the SendTD procedure described

in Algorithm 1 for sending the message. In this procedure, the sequence number is

incremented by one and set to the seqNum field. The next call to SendTD is scheduled
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Algorithm 1 Learning Route to SDNC

1: procedure SendTD
2: TD.seqNum ← TDSeqNum++
3: Broadcast TD
4: Schedule (SendTD, TDInterval)
5: end procedure
6: procedure ProcessTD(TD)
7: if TD.seqNum > savedSeqNum then
8: savedSeqNum ← TD.TDSeqNum
9: RTS ← TD.sender

10: Broadcast TD
11: end if
12: neighbors.insert (TD.sender)
13: end procedure

for after TDInterval seconds. Nodes that receive the message call the ProcessTD pro-

cedure described in Algorithm 1. Nodes process the new TDs by checking the seqNum

field. For new TDs, the sender becomes the RTS (i.e., the next hop on the route to

SDNC). Note that the node identifies the sender from the source field in the IP header.

In addition to learning the RTS, the TD message also acts as a Hello message.

So the node that receives it identifies its neighbor node (the sender) and includes it in

its neighbor list. The TD flooding process is similar to the gradient routing scheme

described in [121], where all nodes forward the message once and learn their reverse

routes to the message originator. In this case, the SDNC is the message originator,

the seqNum field uniquely identifies the message, and all nodes learn their route to the

SDNC.

Figure 4.1 shows a network topology with SDNC flooding a TD message. At

the end of the TD flooding process (1) each node learns its route to SDNC and (2)

each node learns its neighbor nodes.

4.1.2 Learning Network Topology

The Topology Manager allows the SDNC to learn the network topology by

collecting the neighbor information of each node. The TD flooding results in each node

knowing its neighbors. Each node sends this information to SDNC in a message called
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Figure 4.1: SDNC flooding a Topology Discovery (TD) message and nodes A, B, C,
and D learning their route to SDNC.

Algorithm 2 Learning Network Topology

1: procedure SendNI
2: NI.origin ← itself
3: NI.neighbors ← neighbors
4: NI.seqNum ← savedSeqNum
5: NI.nextHop ← RTS
6: Unicast NI to RTS
7: end procedure
8: procedure ProcessNI(NI)
9: if NI.nextHop == itself then

10: NI.nextHop ← RTS
11: Unicast NI to RTS
12: end if
13: end procedure

Neighbor Information (NI). Nodes call the SendNI procedure described in Algorithm 2

for sending the NI messages. Each node sends the message to its RTS, which then

calls the ProcessNI procedure described in the Algorithm 2 for forwarding the received

message to its RTS. On receiving the message, the Topology Manager inside the SDNC

stores the neighbor information in a connectivity map, which represents the network

topology as an adjacency matrix. Note that the received neighbor information is the

node’s link-state information.

Figure 4.2 shows node D sending its NI message to its RTS (i.e., node C) and
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Figure 4.2: Node D sending a Neighbor Information (NI) message to SDNC via its
RTS.

node C forwarding it to its RTS (i.e., the SDNC). In this topology, node D has just

one neighbor (i.e., node C), so the NI message includes node D in the origin field and

node C in the neighbor. Similarly, all other nodes send their NI to the SDNC via their

respective RTS. In the end, the SDNC has the neighbor information of each node,

representing the network topology.

4.1.3 Sending Network Routes

The routing application inside the SDNC selects routes for all nodes using the

network topology collected by the Topology Manager. We have used Dijkstra’s all-pairs

shortest path algorithm as the routing application, but any path selection algorithm

can be used. Other SDNC applications such as QoS, load balancing, and policies

can also influence or determine the route selection and enable fine-grained flow-based

forwarding.

The Forwarding Manager sends network routes in a message called Route Up-

date (RU). Each node receives an RU message from the SDNC and uses the routing

information in it for forwarding data packets. The RU message also includes a path

for the intermediate nodes to read and forward the message. Figure 4.3 shows SDNC

sending an RU message having routing information for node D and a message path.
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In addition to the routing information and the message path, the RU also in-

cludes a sequence number in the seqNumRU field. This sequence number allows the

node to acknowledge the forwarding information in the received RU message. In a

mobile and dynamic environment, the RU messages sent by SDNC may not reach their

respective node. One possible solution is to include the full routing information in every

RU message, making nodes receive redundant information periodically. However, this

approach significantly increases the communication overhead. The Forwarding Man-

ager limits it by sending incremental forwarding information updates to the nodes.

The procedure used for sending the network routes is described in Algorithm 3.

Sending incremental route updates requires nodes to send acknowledgments for

the received ones. Thus, each node that receives an RU message sends a message called

Route Update Acknowledgment (RUA) to SDNC by setting ackNum as the seqNumRU.

The acknowledgment allows the Forwarding Manager to update the global forwarding

information with the routes that were successfully delivered, as opposed to those that

were sent but not delivered. In the next periodic transmission of RU, the Forwarding

Manager refers to the global forwarding information and includes only the routes that

have either changed or not yet acknowledged. This acknowledgment scheme reduces

the communication overhead significantly. Nodes send the RUA messages in the same
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Algorithm 3 Sending Network Routes

1: procedure SendingNetworkRoutes
2: for each source s do
3: for each destination d do
4: r ← route between s and d
5: if r 6= previously sent OR r not acknowledged then
6: Include r in RU
7: end if
8: end for
9: RU.seqNum ← RUSeqNum

10: RU.msgPath ← path between SDNC and s
11: Unicast RU
12: end for
13: RUSeqNum++
14: end procedure

manner as the NI message, i.e., via the RTS. Figure 4.4 shows node D sending an RUA

message to SDNC with seqNumRU (from the received RU message) set to ackNum.
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Information

Node Sequence No. ACK?
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Route Update 
Acknowledgment

ackNum.: 100
origin: D

Figure 4.4: Node D sending a Route Update Acknowledgment (RUA) message to
SDNC via the RTS.

4.2 Communication Complexity

We now describe PCC’s communication complexity (CC). We define CC as the

total bytes transmitted in the network over its entire operation. Table 4.1 lists all the
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symbols used for expressing the CC. For this analysis, we assume that each transmission

has a successful delivery.

Table 4.1: Symbols

Category Symbol Meaning

Network

N Network Size

D Network Diameter

M Average Node Degree

B Data Packet Size

Rgen Data Packet Generation Rate

Messages

Htd Topology Discovery Header Size

Hni Neighbor Information Header Size

Hru Route Update Header Size

Hrua Route Update Acknowledgment Header Size

Protocol
Rtd Topology Discovery Rate

Rru Route Update Rate

As described in Section 4.1, PCC uses four control messages: TD, NI, RU, and

RUA. Table 4.2 lists the communication complexity of each of them. Equation 4.1

represents the combined control communication complexity, where Rtd is the topology

discovery rate and Rru is the route update rate.

CCctrl pcc ≤ Rtd(NHtd + (Hni +M)ND) +Rru((Hru +N)ND +HruaND)) (4.1)

We now consider the asymptotic control communication complexity (ACCC)

of PCC. We first note that in Equation 4.1, the terms Htd, Hni, Hru, Hrua, Rtd,

and Rru are constants. If the average node degree is d, i.e., M = d, the ACCC is

O(N + dND + N2D + ND), which essentially is O(dND + N2D). Thus, the ACCC

of PCC is:

CCctrl pcc = O(dND +N2D) (4.2)

35



Table 4.2: Communication complexity of each message

Message Complexity Explanation

TD NHtd SDNC broadcasts a TD message of size Htd, and each
node rebroadcasts it.

NI (Hni + M)ND Each node sends the information of its M neighbors
in an NI message to the SDNC. The network diameter
is D, so up to D nodes may forward.

RU (Hru + N)ND SDNC sends an RU message to each node with routes
to every other node in the network. Each such message
gets forwarded by up to D nodes.

RU (Hrua)ND Each node sends an RUA message with the sequence
number from the received RU message. Each such
messages gets forwarded by up to D nodes.

PCC being a proactive protocol, all nodes always have routes to every node in

the network. When a node transmits a data packet of size B, it gets forwarded by

up to D nodes (because the network diameter is D). Equation 4.3 shows the CC of

sending a data packet.

CCdata pcc ≤ BD (4.3)

If Rgen is the data packet generate rate, then Equation 4.4 shows PCC’s total

CC.

CCpcc ≤ CCctrl pcc +RgenCCdata pcc (4.4)

We now discuss PCC’s ACCC for two broad classes of networks: dense and

sparse. For dense networks, the average node degree increases with the network size,

but the network diameter remains very small, so d = O(N) andD = O(1). Substituting

these values in Equation 4.2, we get O(N2 +N2), which is O(N2).
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For sparse networks, the node degree remains very small with an increase in

network size, but the network diameter grows large, so d = O(1) and D = O(N). Sub-

stituting these values in Equation 4.2, we get O(N2 +N3), which is O(N3). Table 4.3

lists PCC’s ACCC for generic, dense, and sparse networks.

Table 4.3: Comparison of the asymptotic control communication complexities

PCC

Generic O(dND + N2D)

Dense O(N2)

Sparse O(N3)

4.3 Simulation Results

We now describe the simulation results of PCC. We have compared the results

to those of OLSR and DSDV. Table 4.4 shows a complete list of simulation parameters.

Table 4.4: Simulation Parameters

Parameter Value Parameter Value

Network size 30 to 100 nodes Simulation runtime 200s

Simulation area 800×800m2 Application nodes 10 pairs

Propagation loss Friis model Application runtime 50s to 200s

Mobility Random waypoint Applications rate 48Kb/s

Node speed 5m/s Packet size 1024B

RD, NI, and RU Intervals 2s, 2s, and 3s, resp. MAC 802.11B

DSDV full update 15s OLSR Hello and TC 2s and 3s

The metrics used for comparing the results are (1) Total Control Messages

(TCM), which is the total number of control messages forwarded by the nodes, (2)

Routing Overhead (RO), which is the cumulative size of all the control messages for-

warded over the lifetime of the simulation, (3) Packet Delivery Ratio (PDR), which
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is the ratio of data packets successfully delivered to data packets sent, and (4) Av-

erage Delay (AD), which is the average time taken by a data packet to reach to its

destination. The results are an average of 20 randomly seeded runs.
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Figure 4.5: Results showing Total Control Messages and Routing Overhead.

Figure 4.5(a) shows PCC sending more control messages than OLSR but fewer

than DSDV. For network size 100, PCC sends ∼2.7x more control messages than

OLSR and ∼4.3x fewer than DSDV. Here, DSDV sends the most number of control

messages because of its triggered updates for every change in the routing table in

addition to the periodic updates. PCC forwards more control packets than OLSR

because it collects neighbor information from all nodes and sends route updates to all

nodes. As a result, several nodes have to forward the control packets to and from SDNC.

However, Figure 4.5(b) shows PCC having up to 1.7x lower (better) routing overhead

than both DSDV and OLSR because PCC sends incremental route updates when the

SDNC identifies a change in network topology and different routes are available or

when the previously sent ones are not acknowledged. By contrast, OLSR and DSDV

periodically exchange large link-state and distance-vector information, respectively,

among all neighbor nodes and incur more routing overhead.

Figure 4.6(a) shows PCC having a better PDR than both OLSR and DSDV for

networks of size up to 50 nodes, but as the network size increases, the PDR drops. This
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Figure 4.6: Results showing Packet Delivery Ratio and Average Delay.

drop is a result of increasing congestion because the SDNC receives and transmits more

control packets. The increasing congestion results in several dropped NI messages and

the SDNC failing to learn the complete network topology. As a result, the SDNC fails

to select and send route updates to nodes. Without the route updates, nodes drop

several data packets, resulting in a low PDR. Figure 4.6(b) shows PCC having almost

the same AD as OLSR but up to 4x lower than DSDV. Nodes transmit numerous

control packets in DSDV (shown in Figure 4.6(a)), resulting in far more MAC layer

back-offs and retransmission and higher average delay for the data packets.

4.4 Conclusions

In this chapter, we described a centralized proactive protocol called PCC for

our SD-MANET architecture. The architecture is described using the three network

functions described in Chapter 3. We then explain PCC’s communication complexity

and simulation results.

The simulation results indicate that a centralized routing protocol is appropriate

only for small networks (up to network size 50). We have identified two reasons that

limit PCC’s performance. They are:

1. Communication Overhead
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• Learning network topology using the neighbor information of all nodes re-
sults in several NI message forwardings because each NI message gets for-
warded by all intermediate nodes between the source and the SDNC.

• Individually sending route updates to each node results in several RU for-
wardings because each RU message gets forwarded by all intermediate nodes
between the SDNC and the destination.

2. Unreliable Transmission

• Congestion at the SDNC and unreliable transmission of NI messages may
result in SDNC not learning the full network topology, and in some cases
learning a disconnected topology, resulting in SDNC failing to select routes
for some of the nodes in the network.

• Failure to select routes for some of the nodes results in those nodes not
receiving routing information and failing to forward data packets to their
destination.
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Chapter 5

ECHO

In this chapter, we present a protocol, called ECHO, designed for network-wide

broadcasting in MANETs. This protocol caters to the requirements of low-rate long-

range networking discussed in Chapter 2.

Most, if not all, routing protocols use control packets for collecting local or

global topology information. However, there are several contexts in which the network

capacity is so low that control packets overwhelm the system by themselves. For

example, in many disaster relief, public safety, and IoT networks, it is of paramount

importance to have connectivity. The number of nodes required to provide connectivity

in an area increases super-linearly with decreasing range. Our simulations have shown

that with a 1-mile (1600m) transmission range only 25 nodes are required to connect

a 3 mile2 (4.8 km2) area, but upwards of 1000 nodes are needed if the range is 200m

(WiFi range)[95]. The high deployment cost of short-range devices has motivated

the development of long-range technologies, such as LoRa [10] and SigFox [15], and

products like goTenna [4]. However, long range implies low data rate (all other factors

held constant) – e.g., LoRa chips have a data rate of 27 kbps [10]. Control packet

overhead in such systems is prohibitively expensive. Further, control packets may

cause network instability under lossy conditions.

The ECHO protocol constructs and maintains a broadcast backbone without

using any control packets. Instead, using a field in the data packet header, a node

listens for an “echo” of the specific packet that the node transmitted to determine

its membership in the backbone. ECHO is deterministic, source-independent, fully

distributed, accommodates mobility, and balances battery consumption across nodes.
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We prove formally that the broadcast backbone that ECHO produces is sufficient for

a source-independent network-wide broadcast.

We first explain the problem of network-wide broadcast along with its existing

solutions and then describe the ECHO protocol. Later, we prove the correctness of

ECHO and analyze its communication complexity, comparing it with that of Flood-

ing [87] and MPR [94]. In the end, we present the results of simulation experiments

for networks of varying size, density, network load, node speed, and data rate.

5.1 Network-Wide Broadcast

In a MANET, it is often necessary to do a Network-Wide Broadcast (NWB),

that is, send a packet from a given source to all nodes in the network. Examples

include position updates for collaborative mapping, situation reports, group chats,

clock synchronization messages, and routing control messages [35, 92].

A simple solution to the NWB problem is Flooding, namely having every node

retransmit the message once. However, this results in excessive transmissions and

collisions, causing what is commonly known as a broadcast storm [110]. This has mo-

tivated several efforts toward efficient NWB, that is, reducing the total number of

transmissions [79, 89, 105, 33, 94, 80, 32, 99]. Most if not all of these works are ei-

ther probabilistic (i.e., do not guarantee delivery even in lossless conditions), assume

location information, or utilize control packets to collect local or global topology in-

formation [108]. A comparison and classification of solutions into probability-based,

area-based, and neighbor-knowledge methods is given in [116].

The NWB problem is to determine the (minimal) set of nodes that should

re-transmit the packet so that it reaches all nodes in the network. From a graph-

theoretic viewpoint, the network-wide broadcasting problem in a centralized setting

can be formulated as the Minimum Connected Dominating Set problem, which is NP-

complete [56]. An O(H(d)) approximation algorithm (d is the maximum degree, and

H is the harmonic number) is given in [58].
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Location-based, and counter-based schemes are described in [110], and proba-

bilistic schemes are studied in [105, 33, 82]. These schemes reduce the number of trans-

missions significantly but are not reliable, i.e., do not guarantee delivery even in lossless

conditions [108]. Deterministic schemes, such as multi-point relaying (MPR) [94] and

dominant pruning [80, 32], are based on covering a two-hop neighborhood with a mini-

mal set of one-hop neighbors. The IETF standard OLSR [35] uses multi-point relaying

schemes [94, 93]. These schemes are source dependent, i.e., each node selects its relay

nodes using the collected topology information, and hence, the relay nodes vary based

on the sender of the packet. Further, nodes either include the relay node ids in the

message itself or inform them via control packets. Source independent methods were

proposed in [107, 118], but they all make extensive use of control packets.

Existing protocols are either probabilistic or they obtain topology information

via control packets, making their application limited and unreliable in low-capacity

networks. We present the first deterministic, zero-control-packet, location-unaware

protocol for efficient network-wide broadcasting in mobile multi-hop wireless networks.

Called ECHO, our protocol uses node identifier information within the data packet

header to determine – in a fully distributed and source-independent manner – the set

of critical1 nodes whose transmission is sufficient for a network-wide broadcast.

ECHO consists of two interwoven phases: Full Flood (FF) and Pruned Flood

(PF). The FF phase executes periodically, flooding a randomly chosen data packet and

selecting critical nodes. Specifically, a node marks itself critical if and only if it receives

an “echo” of its transmission, i.e., the node receives a packet with itself identified as

the previous sender. The PF follows the FF phase, wherein only the critical nodes

rebroadcast. An FF data packet originated at a single node builds critical nodes that

are valid for broadcasting packets originated from any node. That is, the selected

critical nodes are source independent. Nodes transmit an overwhelming majority of

packets via PF until the next FF, resulting in highly efficient network-wide broadcasts.

1 Also referred to in the literature as dominating, relay or rebroadcast nodes.
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Unlike prior deterministic protocols, ECHO does not use any control packets or explicit

topology information.

5.2 The ECHO Protocol

ECHO is a network-layer protocol that efficiently delivers an application-layer

message to all reachable nodes in the network. Data packets are prefixed with a

header consisting of the following relevant fields. The descriptions are with respect to

a considered node, say C.

• origin: The node that originated the packet, its “source”.

• sender : The node from which C received the packet.

• prevSender : The node from which the sender first received the packet (N/A if
sender is origin)

• seqNum: A sequence number unique at the origin.

• floodIndicator : A 1-bit field to indicate if this packet is a Full Flood (FF) or
Pruned Flood (PF).

A data packet received from the transport layer is marked either Full Flood (FF)

or Pruned Flood (PF). The procedure for this marking is described in Section 5.2.2

via the flood-indicator. A packet marked FF is sent using Flooding, i.e., transmitted

exactly once by all nodes. During an FF, each node running ECHO determines if it

should mark itself critical or not; and during PF, only critical nodes forward. Thus,

the core part of ECHO happens in the FF phase where critical nodes constituting a

broadcast backbone are selected distributively. FF packets are sent occasionally to

reset the critical nodes to account for topology changes. A vast majority of packets

are forwarded in the PF mode where only critical nodes forward. Figure 5.1 illustrates

a rough overview of the ECHO operation.

Thus, ECHO has two key parts: (1) determining critical nodes based on a single

flood, and (2) managing the periodic floods to refresh the critical nodes to account for

topology changes. We describe each of them in the following subsections.
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5.2.1 Determining Critical Nodes

Upon receiving a data packet, marked FF, a node C first determines if it is

a duplicate by referring to the seqNum field, as in Flooding. If it is not, then C re-

transmits the packet, but before doing so, sets the sender field to C and the prevSender

field to the sender. If it is a duplicate, then unlike Flooding, which discards the packet,

C checks if the prevSender field is its id, namely C. If it is, we say that “C hears an

echo”, but it would be true if the neighbor first received the packet from C. If C hears

an echo of its transmission, then C marks itself “critical”. However, if this condition

is not met by any packet for a configured period (timeout), then C marks itself non-

critical. Figure 5.2 shows a state diagram for this aspect of ECHO.

Intuitively, if the packet was not echoed, then it means that the packet was a

duplicate for all neighbors – and that in turn means all of its neighbors can receive

the packet from some other node, and hence, this node need not forward subsequent

packets, i.e., be critical. We note that the originator of FF is always a critical node.
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Figure 5.2: ECHO critical node computation state diagram. “Echo Received” means
receiving a Full Flood with previous-sender marked as own id.

The ECHO distributed algorithm for determining critical nodes is given in Al-

gorithm 4. We show the key pieces of the logic, i.e., steps used by nodes for marking

themselves either critical or non-critical. The algorithm does not include the steps for

randomizing the FF generation. Upon completion of an FF phase, if a node receives

a data packet marked PF, it checks if its state is critical or pending. If so, then it

re-transmits the packet, else it does not. Figure 5.3 illustrates an example execution

of ECHO.

Algorithm 4 ECHO Algorithm at node C

1: procedure whenPacketReceived(pkt)
2: if pkt.seqNum has not been received earlier then
3: pkt.previous-sender ← pkt.sender
4: pkt.sender ← C
5: Rransmit pkt
6: Set echo timer . Round-trip delay + margin
7: else if pkt.previous-sender equals C then
8: Mark CRITICAL . Echo received
9: Discard pkt

10: Clear echo timer
11: end if
12: end procedure
13: procedure whenEchoTimerExpires
14: Mark NON-CRITICAL . No echo received
15: end procedure

5.2.2 Managing Full-Flood Generation

Data packets across all nodes are marked PF by default and FF approximately

once every FFInterval, which is configured based on expected topology dynamics. It is
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done in a fully distributed manner as follows. Each node, upon receiving a data packet

from the application, checks if it has received an FF within the last FFInterval. If not,

the node marks the packet as FF, and all nodes execute the critical node determination

as described in Section 5.2.1. Note that this suppresses the generation of FF from other

nodes in most cases. To further suppress overlapping and simultaneous FFs, a node

that originates the FF uses a longer interval for its next FF, that is, α*FFInterval. In

our implementation, we have used the value of α as 3. We note that in an unlikely

scenario of multiple nodes originating FFs simultaneously, ECHO continues to maintain

its correctness. The overlapping FFs would result in the selection of a few additional

critical nodes but ensure network-wide broadcast during PF. Further, the FF originator

is random, so the set of critical nodes selected may be different from the previous one

yet sufficient for network-wide broadcasts. This randomization helps balance energy

consumption across nodes

Between two FFs, topology changes may cause loss in delivery. However, our

experiments over random mobile topologies have shown that the loss is very much

tolerable (see Section 5.5).
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5.2.3 Overhead

A natural question is whether ECHO’s Full Floods negate any gains from elim-

inating control packets. We note that the Full Flood only happens for one data packet

within the FF interval. Thus, if we have 30 nodes, and the FF and origination in-

tervals are 60 and 30 seconds, respectively (the simulation parameters in Section 5.5),

there is only one FF for every 60 PFs – a negligible fraction. This ratio increases with

decreasing origination interval and increasing size.

One may also argue that while there are no control packets, some additional

control-like information, namely the previous sender, which is typically not part of

the header, is used. We note that while the prevSender information is an addition to

the header and included in every data packet, its size is not equivalent to the size of

an entire control packet and remains constant independent of network size or density.

Although it is technically 2-hop-away information, it is not tantamount to a 2-hop

topology because it accounts for only a single link between the sender and one of its

neighbors, i.e., the previous sender. Specifically, if the average node degree is d, there

is only O(2d) information and not O(d2), and even this information is not explicitly

stored or used.

Further, including this information as part of the header is much more efficient

than placing it in a separate control packet as the latter will incur all of the MAC and

PHY-layer header overhead for each packet. In the results section, we show that the

overhead due to the prevSender information is insignificant compared to that of the

control packets in other approaches.

5.3 Theoretical Analysis

We first present a proof of correctness of ECHO. Then, in Section 5.4, we derive

ECHO’s communication complexity and compare it with that of MPR.

Given a graph G=(V, E), we show that Algorithm 4 running on each node will,

in the FF phase, result in a Connected Dominating Set (CDS): a subset of dominating

nodes such that the CDS is a connected subgraph of G, and every node in G is either
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in the CDS or adjacent to at least one node in the CDS [58]. It is easy to see that a

CDS is necessary and sufficient for guaranteed broadcast delivery barring packet losses.

Below, we use the terms “critical” and “dominating” interchangeably.

For this section, we make three assumptions: the graph G is connected (A1);

messages are ordered on receive, i.e., there is a notion of “first received” message

(A2); and the system is lossless (A3). We note that these are for the proof only, our

simulations (Section 5.5) include packet losses and network partitioning. Assumption

A2 is true for most if not all real systems, and assumptions A1 and A3 are only for

simplifying the proof – our simulations include disconnected networks and packet losses.

The discussion below is for a single Full Flood packet – we show that at the end of the

flood a CDS is formed.

Definition 5.3.1. Given a node u, let p(u) denote the node from which u first received

the packet. Let c(u) = {v: p(v) = u}.

The p(u) and c(u) denote, respectively, the “parent” and set of “children” of u.

Note that c(u) can be an empty set, and p(u) is undefined for the originator.

Observation 5.3.1. The set of edges (u, p(u)) constitute a spanning tree of G rooted

at the originator of the flood.

To see this, note that by Algorithm 4 every node transmits the packet once.

From assumptions A1 and A3, every node receives the message, and by A2 there is a

unique p(u) for every u.

Lemma 5.3.2. ECHO marks a node x critical if and only if |c(x)| > 0.

Proof. Consider a node x. If |c(x)| > 0, there exists some child y of x. Per Definition

5.3.1, y received the packet first from x. In the execution of ECHO, y will invoke lines

3-6 in Algorithm 4. The transmission will be received by x per assumption A3. In

the execution of ECHO at x, lines 8-10 will be executed as x has already received this

packet (line 2). Hence, node x is marked critical. For the “only if” case, if x is marked
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critical, then it must have received a packet from some y with previous-sender equal

to itself, implying that y received the packet first from x. This in turn implies, per

definition 5.3.1 that x = p(y), hence |c(x)| > 0.

By Lemma 5.3.2, all nodes except those without children, namely the “non-leaf”

nodes, are critical nodes. Since the originator is reachable from every critical node via

a chain of parent nodes, we have

Observation 5.3.3. The set of critical nodes induce a connected subgraph.

Lemma 5.3.4. Every node with |c(x)| = 0 (“leaf” nodes) is adjacent to a critical node.

Proof. Let x be a leaf node. Let y = p(x). Clearly, y has a child, i.e., |c(y)| > 0. By

Lemma 5.3.2, y is a critical node, and since a parent is adjacent to the child, the lemma

follows.

The following theorem combines the above lemmas and proves the correctness

of ECHO.

Theorem 5.3.5. For any connected network G = (V, E), and a given packet flooded

from a node, the critical nodes as per Algorithm 4 form a connected, dominating set.

Proof. Every node is eventually either critical or non-critical. Per Lemma 5.3.4, if a

node is not critical, it is adjacent to a critical node. Therefore the set of critical nodes

is a dominating set. Per Observation 5.3.3, the critical nodes are connected. Thus,

Algorithm 4 results in a connected dominating set.

Neither Algorithm 4 nor the proof of Theorem 5.3.5 utilized the origin (source)

of the packet, and a PF originated at any node can be delivered with only critical

nodes transmitting. Thus, ECHO is source independent.

We note that while ECHO ensures that the critical nodes are chosen so that

network-wide broadcast reaches all nodes, it does not guarantee optimality. This is

not surprising since the Minimum Connected Dominating Set problem is NP-complete

even in the centralized setting [58], and therefore polynomial-time optimal algorithms

are highly unlikely.
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5.4 Communication Complexity

We now consider the communication complexity CC, that is the number of bytes

per second for ECHO, Flooding, and Multi-point Relays [94], a well-known method for

reducing broadcast transmissions, and used in the OLSR [35] protocol. While several

implementations of OLSR exist where MPR is used, we are not aware of any implemen-

tation or model of MPR by itself. The reason we need a stand-alone implementation

of MPR is that OLSR disseminates topology updates which are not needed for MPR.

Therefore, we have implemented MPR ourselves as described briefly below.

Table 5.1: Symbols

Category Symbol Meaning

Network

N Network Size

D Network Diameter

M Average Node Degree

B Data Packet Size

Rgen Data Packet Generation Rate

Nr MPR Relay Nodes

Nc ECHO Critical Nodes

Messages

b1 Flooding Header Size

b2 ECHO Header Size

b3 MPR Header Size

Protocol
Rff ECHO Full Flood Rate

Rh MPR Hello Rate

Each node transmits a Hello packet every h seconds by including its neigh-

bor list. The link status from each neighbor is also included, and it could be either

asymmetric, symmetric, or MPR. The nodes that receive the packet perform the fol-

lowing operations: (1) add the sender to their neighbor list, (2) update their two-hop

neighborhood information with the neighbor list of the sender, (3) select their MPR

relay nodes using the two-hop neighborhood information and the heuristic algorithm

described in RFC 3626 [35], and (4) learn the MPR relay nodes selected by the sender.
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The MPR relay nodes thus determined are responsible for forwarding the packets sent

by the selector node.

Table 5.1 shows all symbols used in the CC analysis. Let N be the number size

and B be the data packet size in bytes. Let b1, b2, and b3 denote, respectively, the

Flooding header, ECHO header, and MPR header size in bytes.

We assume that each node periodically generates broadcast traffic at a rate of

Rgen packets per second. We assume that all protocols use Broadcast transmission at

the MAC layer, which means that a single transmission is sufficient for all neighbors.

All expressions below relate to the complexity of a generation cycle, that is, Rgen

packets generated from each node.

For Flooding (FLDG), each node generates Rgen(B+ b1) bytes, and each packet

is transmitted once by every other node. Thus,

CCFLDG = RgenN
2(B + b1) (5.1)

For ECHO, suppose the Full Flood frequency is Rff <= Rgen, and let Nc denote

the number of critical nodes. Then,

CCECHO = RffN(B + b2) +RgenN(Nc + 1)(B + b2) (5.2)

Here, the first term is the complexity of the Full Flood. The second term

captures the complexity of Pruned Floods being sent only by the critical nodes and

the originator.

Finally, for Multi-Point Relays, if Rh is the rate of sending Hello packets, M is

the average number of neighbors, and Nr is the number of relaying nodes, then,

CCMPR = RhMN +RgenNNr(B + b3) (5.3)

Here, the first term is the control overhead, and the second term is the cost of

transmitting data packets. We note that this matches the expression derived in [68]
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for the MPR part, that is, excluding the global link-state updates which are present in

OLSR but not in MPR.

We now consider the relative communication complexity of ECHO with respect

to Flooding and MPR with a view to gaining insight on what influences it. From

Equations 5.1 and 5.2, the ratio of the complexities of Flooding and ECHO is:

CCFLDG

CCECHO

=
(B + b1)

(B + b2)

[
N

Rff

Rgen
+Nc + 1

]
(5.4)

Thus, the relative gain over Flooding increases with decreasing Rff and decreas-

ing Nc. The slower the topology changes, the smaller we can make Rff , and increase

the advantage of ECHO over Flooding.

Similarly, from Equations 5.2 and 5.3, the ratio of expected transmissions for

MPR and ECHO is:

CCMPR

CCECHO

=
(B + b3)

(B + b2)

[
RhM
(B+b3)

+RgenNr

Rff +Rgen(Nc + 1)

]
(5.5)

Thus, the relative gain over MPR increases with increasing Rh and increasing

average number of neighbors M .

We now consider the asymptotic communication complexity for each of the

protocols. We first note that in Equations 5.1, 5.2, and 5.3, the terms Rgen, Rff , B

and bi are constants. Therefore, the asymptotic communication complexity of Flooding

is O(N2) and of ECHO is O(N + NNc), which is O(NNc). For MPR, the average

number of neighbors M is same as d (average node degree), and hence the complexity

is O(Nd+NNr).

We consider two broad classes of networks: dense and sparse. By dense net-

works, we mean networks where the node degree d = O(N), i.e., d increases as the

network grows. Growth regimes where the area of deployment is held constant fall into

this class, and includes fully connected (or nearly so) “parking lot” networks. In such

networks, the critical/relay nodes (Nc for ECHO and Nr for MPR) are nearly constant

(O(1)) no matter the size of the network as each such node can reach O(N) nodes.
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Substituting these values in the asymptotic expressions in the previous paragraph, the

asymptotic communication complexity of MPR is O(N2+N) which is O(N2), and that

of ECHO is O(N +N), which is O(N).

By sparse networks we mean those where d = O(1), i.e., d is constant as N

increases. Growth regimes where the area of deployment increases with N fall into this

class, and includes “tree-like” networks. In such networks, the number of relay nodes

(Nc and Nr) have to grow as O(N) no matter the protocol. Thus, the complexity of

both ECHO and MPR is O(N2).

To summarize, the asymptotic communication complexity of Flooding, MPR

and ECHO for generic, dense, and sparse networks are as given in rows 2, 3, and 4,

respectively of Table 5.2. We note that these values are for Rgen packets generated per

node, and not for a single packet.

Table 5.2: Communication complexity

Degree Flooding MPR ECHO

GENERIC d O(N2) O(Nd + NNr) O(NNc)

DENSE d = O(N) O(N2) O(N2) O(N)

SPARSE d = O(1) O(N2) O(N2) O(N2)

ECHO’s communication complexity is O(N) lower (better) than that of MPR

(and other topology based protocols) and Flooding in dense networks. Intuitively, the

key reason for the difference is the control traffic, in particular the cost of conveying

the 2-hop topology information which does not scale. Since dense networks are quite

common in military deployments, the reduction of complexity in dense deployments is

a crucial and unique advantage of ECHO.

5.5 Simulation Results

We have implemented and evaluated ECHO, Flooding, and MPR in ns3. Ta-

ble 5.3 lists the scenarios considered for the evaluation. In the first four scenarios,
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nodes transmit at a 25 kbps data rate to model low-capacity networks, whereas in the

fifth scenario, nodes transmit at a 1 Mbps data rate. Table 5.4 lists the simulation

parameters considered for the evaluation.

Table 5.3: Simulation Scenarios

Simulation
Scenario

Size
(nodes)

Density
(nodes/
km2)

Packet
Interval

(secs.)

Node
Speed
(m/s)

Data
Rate

Increasing Network Size [10, 100] 3.3 30 4 25 Kbps

Increasing Network Density 100 [2.77, 25] 30 4 25 Kbps

Increasing Network Load 30 3.3 [5, 0.5] 4 25 Kbps

Increasing Node Speed 100 3.3 30 [4, 20] 25 Kbps

Increasing Network Size [10, 100] 3.3 30 4 1 Mbps

Table 5.4: Simulation Parameters

Parameter Value Parameter Value

Simulation Time 60 mins Node Speed 4 m/s

Data Packet Size 50 Bytes Node Mobility Rand. Waypoint

Propagation Loss Friis Model Trans. Power 15 dBm

ECHO

FF Interval 60 secs Timeout 0.5 secs

MPR

Hello (MPR-2) 2 secs Hello (MPR-60) 60 secs

We have used two different Hello intervals for MPR, namely, 2 and 60 seconds,

and the graph plots show their results as MPR-2 and MPR-60, respectively. The MPR-

based routing protocols, such as OLSR, use 2 seconds as the default interval. However,

we have found that the performance of MPR improves in our settings if we use large

intervals, such as 60 seconds.

As shown in Table 5.4, the Full Flood (FF) Interval used in the ECHO simula-

tions is 60 seconds, so the Hello interval of 60 seconds in the MPR simulations makes
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Rh equal to Rff . A larger Hello interval results in fewer Hello (control) packet trans-

missions, causing less overhead and interference but also results in less frequent link

discoveries and selection of relay nodes.

The simulation results are compared using the following three metrics: (1)

Packet Delivery Ratio (PDR), which is the ratio of the total data packets received

and transmitted, (2) Routing Overhead (RO), which is the cumulative size of the data

packet headers and the control packets (in MPR), sent per minute, and (3) Total Com-

munication Load (TCL), which is the total bytes sent per minute, comprising of the

data packet headers, control packets (in MPR), and the payload sizes. All these metrics

are standard measures for efficient broadcast evaluation [116, 108]. The comparison

shown is an average of 10 randomly seeded runs.

Note that we describe all numerical comparisons with the better-performing

MPR-60 unless mentioned otherwise.

5.5.1 Increasing Network Size
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Figure 5.4: Simulation results for the increasing network size scenario where the size
ranges from 10 to 100 nodes but the density remains constant.

Figure 5.4 presents the simulation results for networks having sizes ranging from

10 to 100 nodes. As the network size increases, Flooding and MPR endure a steep

drop in the PDR, whereas ECHO’s drop is moderate (shown in Figure 5.4(a)). For

the network size 100, ECHO’s PDR is ∼1.4x better than both Flooding’s and MPR’s.
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Flooding requires each data packet to be forwarded by every node in the network,

resulting in several redundant transmissions. MPR requires each node to transmit a

Hello packet every h seconds containing the neighbor list, resulting in transmissions

of several large-sized control packets. ECHO uses no control packets and only the

source-independent critical nodes forward during the PF phase, reducing the packet

forwardings significantly. Moreover, nodes transmitting at a 25 Kbps data rate expe-

rience long transmission delays, making the network susceptible to packet losses due

to increased congestion, interference, and packet collisions. ECHO’s relative gain over

Flooding and MPR in the communication complexity (described in Section 5.4) helps

to keep the packet collisions and interference low and to attain a high PDR.

Figure 5.4(b) shows ECHO having the lowest RO, which is ∼2.1x lower than

Flooding and ∼1.5x lower than MPR for network size 100. The RO in ECHO accounts

for the size of the header fields described in Section 5.2. Although Flooding has fewer

header fields (i.e., only seqNum and origin) than ECHO, it results in a higher RO

because of the redundant transmissions. Despite Rh being equal to Rff , MPR’s RO is

more than ECHO’s because the Hello packets in MPR cause more overhead than the

FF procedure in ECHO.

Flooding’s and MPR’s TCLs are also significantly higher than ECHO’s because

the TCL accounts for the RO and the payload of each data packet forwarded. Fig-

ure 5.4(c) shows ECHO having ∼4.3x lower TCL than Flooding and ∼1.5x lower TCL

than MPR for network size 100.

5.5.2 Increasing Network Density

Figure 5.5 presents the simulation results for networks having size 100 and

densities ranging from 2.7 to 25 nodes/km2. Figure 5.5(a) shows that as the density

increases, the PDR drops for Flooding. The drop is due to the growing packet collisions

and interference. On the other hand, PDR improves for both ECHO and MPR because

they both select fewer nodes for relaying the data packets. However, ECHO’s PDR

is ∼1.4x better than both MPR’s and Flooding’s for the lowest density (i.e., area 36
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Figure 5.5: Simulation results for the increasing density scenario where the network
size is 100 nodes but density ranges from 2.77 to 25 nodes/km2 (i.e.,
simulation area ranges from 36 to 4 km2).

km2). The PDR of MPR is lower because the large-sized Hello packets used for selecting

the source-dependent relay nodes are affected the most by the increasing interference

and collisions. All protocols suffer from low PDRs in sparse networks because of two

reasons: (1) intermittent links and disconnected topology, and (2) the classic Hidden

Terminal problem. However, ECHO attains ∼1.4x better PDR than both Flooding

and MPR for the lowest density (i.e., area 36 km2).

Figure 5.5(b) shows Flooding having almost the same RO for all densities be-

cause the network size remains the same (i.e., 100 nodes), and hence, the same number

of data packets are forwarded. RO reduces marginally for both ECHO and MPR in

dense networks because fewer nodes forward the data packets. However, ECHO has

∼3x lower RO than MPR and ∼7x lower RO than Flooding for simulation area of 4

km2.

Figure 5.5(c) shows that similar to the RO, the TCL reduces for both ECHO

and MPR because fewer nodes forward the data packets. TCL also reduces marginally

for Flooding because of its decreasing PDR. However, ECHO has ∼1.7x lower TCL

than MPR and ∼14x lower TCL than Flooding for area 4 km2, whereas it has ∼1.4x

lower TCL than MPR and ∼3.7x lower TCL than Flooding for area 36 km2.
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Figure 5.6: Simulation results for the increasing network load scenario where the
network size is 30 nodes but the data packet interval ranges from 5 to
0.5 seconds.

5.5.3 Increasing Network Load

Figure 5.6 presents the simulation results for different network loads (i.e., data

packet intervals). Figure 5.6(a) shows the PDR dropping steeply for all protocols

because the network load gets too extreme for a 25 Kbps data rate. However, ECHO

continues to provide the best PDR, which is ∼1.2x better than MPR and ∼1.7x better

than Flooding.

Figure 5.6(b) shows RO increasing for all protocols because nodes generate more

data packets at smaller intervals. Flooding has the highest RO because of its O(N2)

complexity. At higher network loads, ECHO causes more RO than MPR because it

provides a better PDR than MPR and forwards more data packets, both contributing

to large RO.

The TCL includes the payload, so Figure 5.6(c) shows a steep increase in the

TCL for Flooding. TCL also increases for both ECHO and MPR, and it is almost the

same for both at high loads.

5.5.4 Increasing Node Speed

Figure 5.7 presents the simulation results for networks having size 100 nodes

and node speeds ranging from 4 to 20 m/s. Figure 5.7(a) shows that as the node speed

increases, ECHO endures a moderate drop is the PDR, whereas MPR’s drop is steep.
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Figure 5.7: Simulation results for the increasing node speed scenario where the net-
work size is 100 nodes but the node speed ranges from 4 to 20 m/s.

Even for large networks, having highly dynamic topology (node speed 20 m/s), ECHO

provides ∼1.6x better PDR than MPR and ∼1.3x PDR than Flooding. ECHO incurs

low interference and selects a strong backbone of source-independent critical nodes that

ensures a high delivery ratio even in highly dynamic networks. Flooding’s redundant

transmissions cause high interference in large networks, resulting in low PDR. At high

speeds, MPR-60 suffers from the infrequent update of source-dependent relay nodes,

resulting in packet losses and low PDR. On the other hand, frequently updating the

source-dependent relays increases the interference and packet collisions, resulting in

low PDR for MPR-2.

Figure 5.7(b) shows ECHO having ∼2x lower RO than Flooding but almost

the same as MPR at node speed 20 m/s. Flooding’s TCL remains the same with

increasing node speed, but MPR’s TCL reduces with increasing node speed (shown

in Figure 5.7(c)). ECHO’s TCL is ∼4.5x lower than Flooding’s TCL but higher than

MPR’s at high node speeds. MPR’s lower TCL is due to its lower PDR.

5.5.5 Increasing Network Size (1 Mbps Data Rate)

This scenario repeats the simulation experiments of Section 5.5.1 with a 1 Mbps

data rate. Figure 5.8(a) shows the PDR remaining almost the same for all protocols

except for a dip observed for MPR for smaller networks (i.e., sizes between 20 and 40
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Figure 5.8: Simulation results for the increasing network size scenario where the size
ranges from 10 to 100 nodes, the density remains constant, and the data
rate is 1 Mbps.

nodes). The infrequent selection of relay nodes and an out-of-sync network topology

results in the dip. However, as the network size increases, a higher node degree com-

pensates for the infrequent selection by increasing the redundancy and decreasing the

penalty of out-of-sync topology information. We have verified this phenomenon using

a different set of randomly generated seeds and also a Hello interval of 30 seconds.

For networks of size 100, all protocols give almost 100% PDR, but ECHO re-

quires up to 6.5x fewer transmissions than other protocols. Hence, the RO of ECHO

is about 2.3x, 15.5x, and 4x lower than that of Flooding, MPR-2, and MPR-60, re-

spectively (shown in Figure 5.8(b)). For the same reason, the TCL of ECHO is 5.8x,

6.8x, and 4.8x lower than that of Flooding, MPR-2, and MPR-60, respectively (shown

in Figure 5.8(c)). We note that a lower RO and TCL will result in lower battery

consumption.

The results in Figures 5.4, 5.5, 5.6, 5.7, and 5.8 show that ECHO is far more

scalable than Flooding and MPR. The zero-control-packet nature of ECHO makes it

a more practical solution, not only for wireless networks using low data rates but also

for high data rates.
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5.6 Conclusions

Network-wide broadcasting is a key requirement in most military multi-hop

wireless networks. Most practically viable protocols utilize topology information to

compute relay nodes. This information is typically collected using control packets

that can be prohibitively expensive, especially in dense, low-bandwidth networks, and

limits scalability. For example, we showed that the communication complexity of the

well-known multi-point relay scheme is O(N2) in dense networks, as is the flooding

scheme. Also, the 2-hop neighborhood information collected in the multi-point relay

scheme may be more than required for broadcasting topology updates or any other

information.

ECHO represents a radical departure from the prevalent thinking of collecting

topology information via control packets to compute relay nodes. Rather, by using

just two fields in the data packet header itself during occasional flooded packets, it

learns source-independent critical nodes without control packets. Eliminating control

packets makes the protocol more scalable, and invulnerable to control attacks. ECHO

adapts to mobility, is tolerant of packet loss, and randomizes the set of critical nodes

to balance battery consumption.

ECHO is simple to implement, robust, and scalable, making it a valuable pro-

tocol for real-world multi-hop wireless networks. While it is applicable to all multi-hop

wireless networks, it is especially crucial for low-bandwidth, low-power applications

such as short-burst long-range mobile networking for disaster relief, first responder net-

works, and Internet-of-Things (IoT), where the additional overhead of control packets

or flooding is often unaffordable.

Simulation results have shown that ECHO significantly outperforms both Flood-

ing and MPR with up to 20% improvement in the packet delivery ratio, while having

up to 4x less total communication load. ECHO has a lower communication complexity

(O(N)) in dense networks than both MPR [94] and Flooding (O(N2)), while matching

them for sparse networks. These improvements do not leverage any particular aspect of

the MAC or RF, nor are dependent on the traffic in any particular way. Thus, ECHO
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significantly enhances the scalability and lifetime of any multi-hop wireless network.

We have designed ECHO in collaboration with researchers at goTenna. It is im-

plemented as a part of the goTenna Pro [4] – a small handheld device for the military,

first-responders, and other professionals. It has significantly improved the performance

of devices, resulting in their successful deployment in fighting forest fires, in the af-

termath of hurricanes, and for military operations [19]. They pair with smartphones

and function as Multi-hop Wireless Network (MWN) routers for forwarding messages,

creating a mesh network with other such devices.
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Chapter 6

VINE

In this chapter, we present a protocol, called VINE, designed for routing short-

burst data in MANETs. Similar to the ECHO protocol described in Chapter 5, this

protocol caters to the requirements of low-rate long-range networking discussed in

Chapter 2.

Narrowband tactical communications (e.g., NATO NBWF [77]), off-grid disaster

relief, long-range outdoor Internet-of-Things (IoT), and other contexts are character-

ized by low data rates. For example, the bit-rate for NBWF is 20-82 Kbps [18], and for

the long-range IoT standard (LoRa) is 0.3-50 Kbps [10]. Further, these technologies

are required to or are envisioned to operate in a mobile multi-hop context.

Routing protocols making use of dedicated control packets such as Hellos, Link-

State Update, and Route Request/Response cannot support low-capacity MANETs

even for modestly-sized networks. Section 6.4 shows AODV performing poorly for

networks of size 30.

VINE is a novel routing protocol that does not utilize any routing control pack-

ets. Instead, VINE builds routing state by inspecting headers of data packets that it

then uses for forwarding future data packets. Specifically, VINE uses three fields in the

header, namely the sender, the previous sender, and a hop count to build routing state

to 1-hop neighbors, 2-hop neighbors, and origin of the packet, respectively. Over time

as traffic flows, an increasingly rich sink tree toward each node is created, resembling

the growth of a “vine” in a “grove”.

Nodes forward packets along non-increasing cost gradients (like water flowing

downhill). If there is no fresh-enough gradient state, then the node broadcasts the
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packet. This decision is taken independently at each hop – thus, a packet may alternate

between broadcast (when no state exists) and unicast (when state exists) en route to its

destination. Consequently, when the rate of topology change is so high that the routing

state cannot keep up with it, VINE automatically leverages Flooding for ensuring a

high delivery ratio. In addition to that, VINE provides per-hop reliability via implicit

acknowledgments, that is, retransmissions based on overheard forwarded packets, and

delivery notification via end-to-end acknowledgments – features that are not present in

most routing protocols.

We have evaluated VINE theoretically and via ns3 simulations for a wide range

of network sizes, densities, and traffic. We derive an expression for the communication

complexity of VINE and show that it tends to stabilize quickly. We compare the per-

formance of VINE with that of AODV because AODV is the basis of many standards,

including RPL [117], LOADng [113], and IEEE 802.11s [63].

We first explain the current approaches used for routing packets in low-capacity

networks. Then, we explain the VINE protocol and derive the communication com-

plexity of VINE over time and analyze the trends. In the end, we present the results

of simulation experiments for networks of varying size, density, load, and data rate.

6.1 Routing in Low-Power Wide Area Networks (LPWANs)

NBWF’s evaluations in [77] identify all existing routing protocols to be inad-

equate for low-capacity networks and propose using link metrics in conjunction with

the low-overhead Hello schemes in the original standard [18]. The works in [81] and

[125] (called EP-RPL) describe the latest developments in LoRa [10] and RPL [117]

technologies, respectively. A proof-of-concept implementation in [81] describes an ex-

tension to the single-hop LoRa networks. The work in [125] highlights the shortcomings

of the traditional RPL protocols (e.g., (LOADng) [113] and P2P-RPL [26]) and de-

scribes an energy-efficient hybrid protocol that leverages the regional information in

selecting a subset of nodes that participate in route discovery. However, both these
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works are adaptations of AODV, applying route discovery procedures with extensive

use of control packets.

VINE is based on a gradient-routing scheme, which has its roots in the directed

diffusion approach described in [64], where the sink node floods control packets, acting

as queries for collecting sensed data and building reverse paths to the sink. The

reinforcement packets identify high-quality paths from the sources to the sink and

deactivate low-quality ones. In one of the variants [55], the sink node selects “braided”

(i.e., partially disjoint) paths from the sources to itself. In both these approaches, nodes

know their next hop on the path to the sink node. Gradient broadcast approaches

based on directed diffusion [100, 121] forward packets without knowing the next hop.

Instead, a cost field in the header helps to forward packets in a non-increasing cost

direction. The work described in [121] uses a “credit” scheme, in addition to the cost,

for determining the “width” of the forwarding path (i.e., redundancy for delivering the

packet to the sink).

In contrast to all the above approaches, VINE learns cost gradients by inspecting

packet headers and uses them for routing future packets, eliminating the need for any

control packets. It accommodates arbitrary source-sink pairs, and has a constant size

header with only two extra fields compared to a typical stack, which we show to be

insignificant compared to the control packet sizes. There is no periodic exchange of

routing information, and hence, it incurs low overhead and little energy drain. Finally,

the non-existence of explicit control packets or GPS information renders it immune to

a wide-range of control and GPS attacks respectively.

6.2 The VINE Protocol

VINE is a network-layer protocol that efficiently delivers an application-layer

message to the specified destination.

VINE learns routes by inspecting packet headers without using any control

packets. It opportunistically sets up gradient state at each node determining the next

hop and the cost for reaching a destination node. The header fields in every received
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packet1 are utilized by every node to create gradient state for the source (origin) of the

packet, allowing the node to forward packets to the source along a reverse-path sink-tree

rooted at the source. State is also created for nodes within a 2-hop neighborhood. The

packet is forwarded along a non-increasing cost gradient (like water flowing downhill)

to the destination. As traffic flows and every node originates packets, an increasingly

rich set of sink trees form, resembling the growth of a “vine” in a “grove”.

When gradient state for a destination is not available, or it is deemed outdated,

the packet is broadcast, that is, all recipients are targets. When a state is available,

the packet is unicast, that is, only the specified next hop processes the packet. This

decision is taken independently at every hop. So the forwarding of a packet may

alternate between flooding (in regions where no state exists) and unicast forwarding

(in regions where state exists) en route to its destination. At network start-up time,

when no state is available, the packets are flooded, but as traffic flows, nodes quickly

create states and the need for flooding packets rapidly reduces (see Section 6.3). At

the same time, under highly dynamic topology when nodes cannot keep up with the

changes, VINE continues to provide a high delivery ratio by flooding packets.

Since many applications require a delivery notification, VINE incorporates an

End-to-End Acknowledgment (E2E-A) scheme. Alternately, VINE could leverage a

similar Transport Layer function. The E2E-A is handled like any other packet, and is

also used to build gradients. In particular, the E2E-A allows a source to limit itself to

a single flood per destination.

We first describe the procedure for building gradients, and then describe how

the gradients are used for forwarding.

6.2.1 Gradient Establishment

A node maintains a list of gradients, one for each destination. Each entry

includes the destination, next hop, cost, and timestamp. Currently, cost is the number of

hops to the destination, but it can be generalized to any metric; next hop is the neighbor

1 Going forward a packet refers to a data packet unless stated otherwise.
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node to which the packet should be forwarded; and timestamp is the update time. If

an entry does not get updated for a period (GradientStateExpiry), then it is deemed

expired and not used. A single lowest cost entry is maintained for a given destination

and next hop pair, but there can potentially be an entry for every destination and

next hop pair. To limit gradient entries, each node maintains only a fixed number per

destination (MaxGradsPerDest).

VINE packets contain the following header fields:

• source: The packet originator.

• destination: The packet destination.

• sender : The node forwarding the packet (same as the source if the sender is the
originator).

• prevSender : The node that the sender first received the packet from (same as
the source if sender is originator).

• targetReceiver : The intended next hop.

• seqNum: A sequence number unique at the source.

• costFromSource: the number of hops (cost) to the source.

• ttl : time-to-live (maximum forwarding count).

Algorithm 5 describes the steps followed when a reference node C receives a

packet. The node updates (or creates) a 1-hop gradient towards the sender. In addition

to that, the node creates a 2-hop gradient towards the previous sender with the sender

as the next hop; and a k-hop gradient towards the source with the sender as the

next hop, where k is the costFromSource field in the header. In the case of duplicate

information (e.g., the source is the sender), only one gradient is created.

An unseen packet (i.e., not a part of the brief history of recently received packets,

uniquely identified by its seqNum and source) is eligible for further processing. If the

node itself is the destination, then the packet is sent to the application. If the receiving

node is targetReceiver or the packet is broadcast, then the gradients are checked for

packet forwarding. An entry for (packet, sender) is added to the history if not present.

68



Algorithm 5 VINE Gradient Establishment at node C

1: procedure PacketReceived(pkt)
2: sndr ← pkt.sender; psndr ← pkt.prevSender
3: src ← pkt.source; cst ← pkt.costFromSource
4: trgt ← pkt.targetReceiver
5: UpdateGradients (sndr, sndr, 1) . Update grad to neighbor
6: if src 6= sndr and psndr 6= C then
7: UpdateGradients (psndr, sndr, 2) . Update grad to previous sender
8: end if
9: if src 6= sndr and src 6= psndr and psndr 6= C then

10: UpdateGradients (src, sndr, cst + 1) . Update grad to source
11: end if
12: if pkt 6∈ pktHistory then . Process if unseen
13: if pkt.destination == C then
14: Send pkt to application
15: else if trgt == C or trgt == broadcast then
16: ForwardPacket (pkt) . Forward using Algorithm 6
17: end if
18: end if
19: if (pkt, sndr) 6∈ pktHistory then
20: Add (pkt, sndr) to pktHistory . Add to packet history
21: end if
22: end procedure
23: procedure UpdateGradients(dst, nxtHop, cst)
24: now ← currentTime
25: if grads(dst) == null then . If no grad available
26: Add (dst, nxtHop, cst, now) to grads
27: else
28: g ← grads(dst, nxtHop)
29: if g 6= null and g.cost ≥ cst then . Grad has a higher cost
30: g.cost ← cst
31: g.timeStamp ← now
32: else
33: Add (dst, nxtHop, cst, now) to grads
34: if |grads(dst)| > MaxGradsPerDest then
35: Remove argmaxcostgrads(dst) . Remove max cost grad
36: end if
37: end if
38: end if
39: end procedure

69



6.2.2 Packet Forwarding

Algorithm 6 shows the steps followed for forwarding the packet. A node updates

all necessary header fields before forwarding the packet. In particular, the node makes

the sender as the previous sender, itself as the sender, and increments the cost by

one. Then, the node searches the gradient table for a suitable next hop having the

minimum cost to the destination with ties broken according to whether the next hop

was already unsuccessfully used or timestamp. We note that this is but one of several

possible heuristics for selecting the next hop. If no gradient entry is available for the

destination, or all available entries are deemed expired based on the timestamp, then

the node broadcasts the packet, else it uses a minimum cost gradient.

All VINE packets are sent using MAC-level broadcasts. Thus, with a WiFi

MAC for example, no RTS, CTS or ACK packets are introduced, further eliminating

control packets. Instead, VINE provides per-hop reliability based on overhearing the

transmission of the next hop, considering it as an implicit acknowledgment (IA) and

retransmitting if necessary2. A retransmission is scheduled using an IA timer only for

the unicast packets.

The packet is retransmitted only if not in the history with the next hop as

the sender. In the case of retransmission, the node attempts to select another min

cost gradient, but if not available, then the same one is used, and the IA timer is

reset. The MaxRetransmissions parameter determines the maximum attempts before

the broadcast.

VINE also uses end-to-end acknowledgments (E2E-A) sent by the destination

to the source, expressing a successful delivery of the packet. An E2E-A prevents nodes

(e.g., last hop) from retransmitting in case of no IA. The E2E-A also allows the source

and the intermediate nodes to learn gradients towards the destination. Nodes forward

2 We recognize that implicit acknowledgments may not work in networks using direc-
tional transmission, but given the near-ubiquity of omnidirectional antennas and the
significant control savings, we have decided to employ it.
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Algorithm 6 VINE Packet Forwarding at node C

1: procedure ForwardPacket(pkt)
2: Update necessary header fields in pkt
3: if grads(pkt.destination) == null then
4: pkt.targetReceiver ← broadcast . No grad available
5: Forward pkt
6: else
7: g ← argmincostgrads(pkt.destination)
8: trgt ← g.nextHop
9: if (pkt, trgt) 6∈ pktHistory then . Forward if unseen

10: pkt.targetReceiver ← trgt
11: Forward pkt
12: Schedule (IATimer, ReTransmit (pkt, {trgt})) . Schedule re-tx
13: end if
14: end if
15: end procedure
16: procedure ReTransmit(pkt, TrgtsUsd)
17: if ∀ t ∈ TrgtsUsd, (pkt, t) 6∈ pktHistory then . Forward if no IA
18: if |TrgtsUsd| ≤ MaxRetransmissions then . Check tx attempts
19: dst ← pkt.dest
20: trgt ← pkt.targetReceiver
21: g ← argmincostgrads(dst, trgt 6∈ TrgtsUsd) . Get unused target
22: if g 6= null then
23: pkt.targetReceiver ← g.nextHop
24: end if
25: Add pkt.targetReceiver to TrgtsUsd
26: Schedule (IATimer, ReTransmit (pkt, TrgtsUsd)) . Schedule re-tx
27: else
28: pkt.targetReceiver ← broadcast
29: end if
30: Retransmit pkt
31: end if
32: end procedure

an E2E-A in the same way as any other data packet. Nodes that have received an

E2E-A for a packet P do not forward P .

6.2.3 Discussion: Flooding and Control Information

The use of flooding as an initial or default mode may raise concerns about an

excessive load. However, VINE achieves a natural balance, flooding a packet only when
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there is no or expired gradient, but that implies no or low traffic, so flooding can be

accommodated. On the other hand, when traffic is high, nodes maintain up-to-date

gradients, reducing the need for flooding. We show in Section 6.3 that the load quickly

stabilizes as a result of gradients learned from the previous sender information, IA,

and E2E-A. Further, we note that traditional routing protocols also use flooding for

disseminating control packets.

It may be argued that while VINE does not have dedicated control packets,

there is control information in the header. However, we note that all of the fields

except prevSender and costFromSource are present at some layer of any MANET stack

– for instance, the MAC header typically contains the sender and the targetReciever.

Further, costFromSource is strictly not necessary as it can be derived as (MAX TTL -

ttl) where MAX TTL is initial value of ttl. Thus, the total impact is just the length of

prevSender. Moreover, it does not incur the per-packet MAC- and PHY-layer header

and MAC contention penalties that dedicated additional control packets do. These

points are confirmed by the simulation results in Section 6.4.

6.2.4 VINE Example

Figure 6.1 shows an example VINE operation, in which node A generates a

packet for node I, but there is no gradient at node A, so the packet is flooded. Figure

6.1(a) shows a possible transmission order based on a random jitter. The square boxes

next to the nodes indicate the gradients learned towards the source and the sender after

the flooding completes. Figure 6.1(b) shows the gradients (shaded) learned towards

the previous sender, depending on the transmission order. For example, node F could

have had a gradient towards node D, if node D would have transmitted the packet

before node B did.

Figure 6.1(c) shows the E2E-A sent by node I to node A and the gradients

(shaded) learned towards the source and the sender of the E2E-A. Since all nodes have

gradients towards node A, the E2E-A is unicast to the next hop, setting an IA timer

for retransmissions. In addition to the next hops, a few other nodes (e.g., nodes H
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Figure 6.1: An example VINE operation, in which node A sends a packet to node
I. Several nodes learn gradients towards the source, the sender, and the
previous sender of the packet as well its E2E-A. Shaded boxes indicate
new states learned, and unshaded boxes indicate states carried over from
the previous step.

and E) also receive the E2E-A and learn gradients towards the source and the sender.

Node A gets the E2E-A for its data packet, but an IA timer is not set for the E2E-A

when the destination is the next hop (i.e., node A). Figure 6.1(d) shows the gradients

learned towards the previous sender of the E2E-A. This example shows nodes learning

more than 50% of the gradients (on average) from just a single packet and its E2E-A.
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6.3 Communication Complexity Analysis

We now analyze the communication complexity (CC) of VINE. We define CC

as the total bytes transmitted in the network for a packet originated at source X.

Table 6.1: Symbols

Category Symbol Meaning

Network

N Network Size

D Network Diameter

M Average Node Degree

B Data Packet Size

Rgen Data Packet Generation Rate

Messages
b VINE Header Size

E E2E-A Size

Protocol T Gradient State Expiry Time

Table 5.1 shows all symbols used in the CC analysis. Let N and D be the

network size and the network diameter, respectively. The message generated (payload)

at the node is considered to be of size B bytes. The VINE header added to the packet

is of size b bytes. The E2E-A acknowledgment packet sent by destination node Y is of

size E bytes.

The packet originated at node X is unicast to the next hop, if node X has a

valid gradient to node Y ; otherwise, it is broadcast. Node X has a valid gradient to

node Y if it sent a packet to node Y in the last T seconds and received its corresponding

E2E-A. Here, T is the GradientStateExpiry period. We consider all transmissions to

be error-free.

We assume that nodeX generates packets for the destinations selected uniformly

at random. Thus, the probability of not generating a packet for a particular destination

is (N − 2)/(N − 1).

Let R be the packet generation rate. If node Y is the destination of a packet

generated at node X, the probability of broadcast is at most the probability of not
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sending any of the previous RgenT packets to node D. We use the term “at most”

because a route to node Y can be learned using other means like IA and previous

sender.

Thus, the probability of sending nth packet as a broadcast is:

pn ≤
(
N − 2

N − 1

)min(RgenT,n−1)

(6.1)

The exponent uses min to capture the fact that if T is really high, say infinity,

then the probability of broadcast depends on the previous n−1 packets, else it depends

on the previous RgenT packets. None of these previous RgenT packets must be sent

to node Y for the nth packet to be broadcast. From Equation 6.1, as RgenT → ∞,

pn → 0. However, for practical values of RgenT , the probability of broadcast will be

infinitesimally small.

CCn ≤ pn[(N − 1)(B + b) + dE] + (1− pn)[d(B + b) + dE] (6.2)

The first term of Equation 6.2 represents the worst case complexity of broadcast.

Here we assume that the packet is flooded. When the packet reaches node Y , all the

intermediate nodes and node Y will have routes to node X. So E2E-A will be forwarded

maximum D times (since D is the network diameter).

The second term represents the complexity when node X has a valid gradient

to node Y . If node X has a valid gradient, then all the intermediate nodes between

X and Y would also have valid gradients because the E2E-A of the previous packet

would have updated them. Thus, the packet from node X will be forwarded maximum

D times, and so will be the E2E-A.

We compare the average CC obtained from Equation 6.2 to the average CC of an

ns3 experiment, in which a single node sends packets to destinations selected uniformly

at random in a 6x6 Manhattan grid. The experiment uses wireless links working in

ad hoc mode and susceptible to interference and packet collisions. So, unlike the

theoretical analysis, the nodes may retransmit packets based on the explanation in
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Section 6.2. The average CC from Equation 6.2 (Numerical) is calculated using the

ns3 experiment values (e.g., network size, payload). A random variable selects the

destination and accordingly determines whether the node unicasts or broadcasts the

packet.
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Figure 6.2: Average communication complexity

Figure 6.2 shows the average CC of the first 500 packets. The simulated CC

is lower than the numerical CC because, in addition to the source and the sender,

nodes also learn gradients towards the previous sender, reducing the need for flooding.

The average CC is high for the first few packets due to initial flooding, but it quickly

converges as nodes start forwarding packets as unicast. In this experiment, only a

single node generates packets, but when all nodes start generating, then the average

CC would converge quicker.

One could argue that a certain amount of traffic churn is required to maintain

state. Figure 6.3 shows that in a 6x6 grid if a single node is sending data packets to

random destinations and T = 1 min, then the “sweet spot” is very low, i.e., VINE

attains lower CC than Flooding for Rgen >= 4 packets/min.

6.4 Simulation Results

We have implemented and evaluated VINE in ns3 and compared the results to

that of AODV. Table 6.2 lists the scenarios used for evaluation. In these scenarios,

nodes transmit at 25 Kbps data rate to model low-capacity networks. We have also
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evaluated VINE at a higher data rate by repeating the increasing size experiments and

configuring nodes to transmit at 1 Mbps data rate. Table 6.3 lists all the simulation

parameters.

Table 6.2: Simulation Scenarios

Simulation Scenario
Network

Size
(nodes)

Network
Density

(nodes/km2)

Data Packet
Interval
(seconds)

Data
Rate

Increasing Network Size [10, 50] 3.3 30 25 Kbps

Increasing Network Density 30 [0.83, 7.5] 30 25 Kbps

Increasing Network Load 30 3.3 [10, 30] 25 Kbps

Increasing Network Size [10, 50] 3.3 30 1 Mbps

AODV simulations are performed using two different Hello intervals, namely 1

and 30 seconds, and their results are shown in the graph plots as AODV-default and

AODV-modified, respectively. The recommended Hello interval in the AODV RFC [90]

and ns3 is 1 second. However, we have found that the performance of AODV improves

in our settings if we use large Hello intervals and other associated parameters. This

set of parameters providing improved AODV performance is shown under the “AODV-

modified” column of Table 6.3. Hereafter, the RFC default and improved versions of

AODV will be referred to as AODV-default and AODV-modified, respectively.
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Table 6.3: Simulation Parameters

Parameter Value Parameter Value

Simulation Time 60 minutes Node Speed 4 m/s

Data Packet Size 50 Bytes Node Mobility Rand. Waypoint

Propagation Loss Friis Model MAC 802.11b

VINE

GradientStateExpiry 60 secs IATimer 0.5 secs

MaxRetransmissions 2 MaxGradsPerDest 2 secs

AODV-default AODV-modified

Hello Interval 1 sec Hello Interval 30 secs

Node Traversal Time 40 ms Node Traversal 0.25 secs

Next Hop Wait 50 ms Next Hop Wait 0.25 secs

Active Route 3 secs Active Route 90 secs

MyRoute Timeout 6 secs MyRoute Timeout 180 secs

The simulation results are compared using the following two metrics: (1) Packet

Delivery Ratio (PDR) is the ratio of the total data packets received and transmitted,

(2) Routing Overhead (RO), which is the total size of the packet headers, E2E-A

(in VINE), and control packets (in AODV), transmitted per minute, and (3) Total

Communication Load (TCL) is the total bytes transmitted per minute, comprising

of the data packet headers, E2E-A (in VINE), control packets (in AODV), and the

payload sizes.

All numerical comparisons between VINE and AODV are with the better-

performing AODV-modified unless mentioned otherwise.

6.4.1 Increasing Network Size

Figure 6.4(a) shows VINE having a significantly higher PDR than AODV for

all network sizes. In fact, the PDR is close to 100% for all network sizes and ∼2.5x

better than AODV for size 50 nodes. AODV’s PDR is remarkably low at all but very

small network sizes showing its inadequacy over low data rates. Nodes transmitting

at low data rates experience long transmission delays, making the network susceptible
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Figure 6.4: Simulation results for the increasing network size scenario where the size
ranges from 10 to 50 nodes but the density remains constant.

to packet losses due to increased congestion, interference, and collision. AODV suffers

the most due to its extensive use of route discovery, route maintenance, and local con-

nectivity procedures. The route discovery procedure of AODV requires flooding every

Route Request (RREQ) message, followed by an exchange of Route Reply (RREP)

and Route Reply Acknowledgment (RREP-ACK) messages. The local connectivity

procedure sends Hello messages periodically for discovering and maintaining links to

neighbors. Every packet loss is assumed to be caused by a link failure, triggering the

route maintenance procedure of sending Route Error (RERR) messages and following

it with the route discovery procedure. The network that was already congested and

experienced a packet loss becomes overwhelmed with the control packets, resulting in

a considerably low overall PDR. VINE uses data packets for learning routes, so the

absence of control packets reduces the possibility of collision. Although a route’s ab-

sence or expiry results in broadcast, the resulting flooding updates routes in several

nodes. A packet is also broadcast in the absence of an IA, but only after maximum

retransmission attempts. So not every packet loss results in a broadcast. The E2E-A

feature unique to VINE also helps update routes frequently, making VINE resilient

against dynamic topology changes and achieve a high PDR.

Despite flooding packets when necessary and using E2E-As, the RO in VINE is

∼2x better (lower) than in AODV (shown in Figure 6.4(b)), proving that the overhead

79



of extra fields in the header is insignificant compared to the overhead of control packets.

Figure 6.4(c) shows AODV overwhelming the network with control packets because its

RO and TCL are almost the same, yet VINE’s TCL is up to 1.2x less than that of

AODV.

6.4.2 Increasing Network Density
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Figure 6.5: Simulation results for the increasing density scenario where the network
size is 30 nodes but density ranges from 0.83 to 7.5 nodes/km2 (i.e.,
simulation area ranges from 36 to 4 km2).

Figure 6.5(a) shows VINE having ∼3x and ∼1.2x better PDR than AODV in

sparse (36 km2) and dense (4 km2) networks, respectively. In dense networks, the nodes

are in close proximity to each other and frequently update their routes. The absence

of control packets in VINE keeps the interference low. Sparse networks are more

susceptible to link breaks, but VINE benefits from network layer retransmission, either

to a different neighbor or broadcast, ensuring resiliency and a high PDR. Moreover,

the previous sender information, IA, and E2E-A help frequently update the routes and

minimize the need for flooding packets.

AODV’s low PDR in sparse networks is due to two reasons. First, unlike VINE,

there is no network layer retransmission to another neighbor, so a transmission over

a broken link always results in a packet loss. Secondly, every packet loss triggers the

route maintenance procedure, followed by the route discovery procedure, increasing

interference for other ongoing transmissions. Although the local connectivity procedure
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detects link breaks, it takes two failed Hello messages to confirm one [90]. The PDR

improves in the denser networks because the network experiences fewer link breaks,

and hence, less frequent route discovery and route maintenance instantiations.

Figure 6.5(b) shows RO reducing for AODV and VINE with increasing density

because fewer link breaks reduce the route discovery and route maintenance procedure

calls (in AODV) and floodings (in VINE). In sparse networks, VINE has ∼3x better

(lower) RO than AODV, but the gap narrows in dense networks. The TCL also reduces

for both AODV and VINE, as shown in Figure 6.5(c), because packets get forwarded

by fewer nodes in dense networks.

6.4.3 Increasing Network Load
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Figure 6.6: Simulation results for the increasing network load scenario where the
network size is 30 nodes but packet interval ranges from 10 to 30 secs.

Increasing the network load (i.e., decreasing the data packet interval) is likely

to increase packet losses due to growing interference and collisions. However, VINE’s

zero-control characteristic helps achieve up to 2x better PDR than AODV (shown

in Figure 6.6(a)). On the other hand, AODV experiences a steep drop in the PDR

because of its vicious circle, in which every packet loss due to a collision triggers

the route maintenance and route discovery procedures, increasing the control packets

and interference even further. Figure 6.6(b) shows RO increasing in AODV despite

the decreasing PDR and the same number of Hello messages, proving that the route
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maintenance and route discovery procedures are triggered frequently. The RO increases

in VINE as well, but that is because more packets are forwarded at smaller intervals,

yet VINE has ∼2x better (lower) RO than AODV.

Increasing RO is also reflected in the TCL in Figure 6.6(c), where a majority of

the TCL in AODV is due to the control packets because the PDR is low and most of

the packets fail to reach their destination. VINE delivers most of the packets even at

high network load and ensures a high PDR, and hence, experiences an increase in the

TCL.

6.4.4 Increasing Network Size (1 Mbps Data Rate)
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Figure 6.7: Simulation results for the increasing network size where nodes are con-
figured to transmit at 1 Mbps data rate.

We now investigate if VINE’s significant performance advantage extends to

higher data rates, as might be expected in WiFi-based networks, by repeating the

increasing network size experiments with a data rate of 1 Mbps. Figure 6.7(a) shows

that both AODV and VINE have high PDRs, but VINE has 10% better PDR than

AODV. The high PDR indicates that there is little interference at high data rates and

the given network loads. Similar to the previous results, VINE has nearly 100% PDR

for all network sizes, whereas AODV’s PDR reduces marginally in large networks. The

fact that AODV-default and AODV-modified have similar PDRs proves that the 30
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seconds Hello interval is suitable for all considered network scenarios and that AODV-

modified provides a fair comparison to VINE.

Despite having similar PDRs, there is a significant difference between the ROs

of AODV-default and AODV-modified (shown in Figure 6.7(b)). The difference is

mainly due to 30x more Hello messages sent by AODV-default. However, the RO in

VINE is ∼1.2x (for size 50 nodes) better than AODV-modified, mainly due to the

large size control packets of AODV. On the other hand, the TCL in AODV-modified

is similar to the TCL in VINE because VINE leverages flooding for ensuring a high

PDR at the expense of a few extra packets forwarded. The overhead of these extra

packets is reflected in Figure 6.7(c), but it is significantly lower compared to that of

AODV-default.

VINE outperforms AODV in all scenarios, ensuring versatility, reliability, and

resilience against dynamic topology changes, proving that it is a better protocol, in

general, for all network types and scenarios.

6.5 Conclusions

Existing routing protocols such as AODV and OLSR for multi-hop wireless net-

works are universally based on disseminating explicit control packets. In low-capacity

low-traffic MANETs such as those based on NBWF [18] and LoRa [10], the use of

control-packet-based protocols such as AODV causes premature congestion collapse as

described in Section 6.4.

We have presented a novel routing protocol called VINE that does not use

dedicated control packets. Instead, routes are progressively built and refined based

on observations of data packets. Our study shows that while the first few packets are

flooded, VINE rapidly builds sufficient state to stabilize the communication complexity.

Our simulation results across a wide range of network size, density, traffic load over

low capacity networks show that VINE is substantially more reliable than AODV (e.g.

PDR of 98% vs AODV’s 42% for 50 nodes). The total communication load, which is

a rough measure of battery energy consumption, is also lower for VINE.
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Similar to the ECHO protocol, we have designed VINE in collaboration with

the researchers at goTenna. The goTenna Pro mesh networking device – designed for

emergency, public safety, and military – uses VINE for applications such as 1-1 texting,

unicasting low-fidelity images, and other low-bandwidth delay-tolerant and short-burst

applications. However, VINE applicability extends more generally to any MANET as

a reliable and scalable protocol.
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Chapter 7

CENTRALIZED OPPORTUNISTIC REACTIVE ROUTING

In this chapter, we present a routing protocol, called Centralized Opportunis-

tic Reactive Routing (CORR), designed for the SD-MANET architecture described in

Chapter 3. The CORR protocol addresses the challenges faced by the PCC proto-

col discussed in Section 4.4; in particular, the issues concerning the communication

overhead and unreliable transmission of control messages.

The results of the PCC protocol described in Section 4.3 indicate that learning

the network topology at a centralized location (i.e., the SDNC) using the neighbor

information of all nodes results in the transmission of several control messages (i.e.,

high communication overhead). Moreover, sending route updates to all nodes further

increases the overhead and causes congestion at the SDNC. As a result, several neighbor

information messages get dropped, especially because they are not sent using reliable

schemes, leading to SDNC learning incomplete or disconnected network topology.

CORR addresses the above issues using the approaches discussed in the ECHO

and VINE protocols. CORR uses the ECHO protocol to identify a subset of nodes

(i.e., the critical nodes) for learning the network topology. The SDNC sends the rout-

ing information only to these critical nodes, making them the network backbone for

forwarding data packets. ECHO selects critical nodes that form a Connected Domi-

nating Set (CDS) of the network graph. The fact that critical nodes form a CDS allows

each node to have a connected path to every other node in the network.

The Implicit Acknowledgment (IA) scheme discussed in Chapter 6 allows VINE

to improve the per-hop reliability of data packets. CORR employs this IA scheme

for sending the NI messages and improving its per-hop reliability. As a result, the
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likelihood of SDNC receiving all the transmitted NI messages and learning a connected

network topology increases.

Unlike PCC, CORR is designed to be a reactive protocol, in which the SDNC

learns the network topology proactively but sends the routing information reactively.

The SDNC floods a message periodically that allows nodes to maintain their route

to SDNC as well as identify critical nodes in the network. Only critical nodes send

their neighbor information in the NI messages, allowing SDNC to maintain up-to-date

network topology. However, the SDNC sends the routing information only on receiving

requests from nodes.

On receiving a request, the SDNC selects routes to the destination in the request

message for all critical nodes, irrespective of the request originator, and disseminates

the routing information via network-wide broadcasts. All nodes opportunistically up-

date their forwarding tables. Thus, a single route request results in updating the

forwarding tables of all nodes, suppressing the need for initiating multiple route re-

quests for a particular destination. As traffic flows and the SDNC receives several

route requests, it rapidly sends routes updates for all destinations and creates a net-

work backbone for forwarding data packets.

We first describe the CORR protocol and then explain its communication com-

plexity. In the end, we explain the results of its extensive evaluation.

7.1 The CORR Protocol

Similar to PCC, we describe CORR using the following three functions: (1)

learning route to SDNC, (2) learning network topology, and (3) sending network routes.

The three managers inside the SDNC perform the three functions.

7.1.1 Learning Route to SDNC

The SDNC periodically floods a message called Topology Discovery (TD), con-

taining fields for seqNum and prevSender. The seqNum field allows identifying new

TDs. The prevSender field allows using the ECHO protocol for selecting the critical
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nodes. Similar to the PCC protocol, nodes retransmit the new TDs, and in this pro-

cess, learn their RTS and update their neighbor list. In addition to performing these

steps, they also update the prevSender field. The sender of the TD message (i.e., a

neighbor) becomes the previous sender.

Note that, in ECHO, the data packet header includes the prevSender field,

whereas, in CORR, the TD message (a control packet) includes it. In ECHO, the

node that initiates the Full Flood (FF) procedure becomes critical. In CORR, only

the SDNC initiates TD flooding, so it is always critical.

At the end of the TD flooding, all nodes identify their state (i.e., critical or

non-critical), recognize their neighbors, and learn their route to the SDNC (RTS).

Figure 7.1 shows a network topology with one possible set of critical nodes.

SDNC

Critical nodes

Figure 7.1: A network with SDNC and one possible set of critical nodes (shaded).

Algorithm 7 describes the procedures for learning the route to SDNC. The SDNC

periodically calls SendTD every TDInterval. In this procedure, SDNC increments the

previously sent sequence number and assigns it to the seqNum field, sets the prevSender

field to itself, and broadcasts the message. The nodes that receive the message call

ProcessTD and include the sender in their neighbor list. If the TD is new, nodes set

their state to pending, record the seqNum, and update their RTS. They also update the

prevSender field before retransmitting the message. In the end, the node schedules a

call to EchoTimerExpired with a RoundTripTime (RTT) delay because a node meant

to be critical will get an echo within that period. When a pending node receives an
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echo, it sets itself to critical and schedules a call to SendNI using an RTT delay.

During this period, the node expects to receive TDs from all its neighbors and update

its neighbor list. In the call to EchoTimerExpired, if the state is pending, it is set to

non-critical.

Algorithm 7 Learning Route to SDNC

1: procedure SendTD
2: TD.seqNum ← TDSeqNum++
3: TD.prevSender ← SDNC
4: Broadcast TD
5: Schedule (SendTD, TDInterval)
6: end procedure
7: procedure ProcessTD(TD)
8: neighbors.insert (TD.sender)
9: if TD.seqNum > savedSeqNum then

10: state ← pending
11: savedSeqNum ← TD.seqNum
12: RTS ← TD.sender
13: TD.prevSender ← TD.sender . Update previous sender
14: Broadcast TD
15: Schedule (EchoTimerExpired, RTT)
16: else if TD.prevSender is itself and state is Pending then . Echo received
17: state ← critical
18: Schedule (SendNI, RTT) . Call to Algorithm 8
19: end if
20: end procedure
21: procedure EchoTimerExpired
22: if state is Pending then
23: state ← non-critical . No echo
24: end if
25: end procedure

7.1.2 Learning Network Topology

Only critical nodes send their neighbor information to SDNC in the NI messages.

Nodes forward the messages via their RTS. The SDNC collects all these messages and

learns the network topology. Here, CORR follows the ubiquitous assumption of bidi-

rectionality. However, the learned network topology is expected to have missing links
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Algorithm 8 Learning Network Topology

1: procedure SendNI
2: NI.neighbors ← neighbors
3: NI.source ← itself
4: NI.seqNum ← savedSeqNum
5: NI.nextHop ← RTS . Send to RTS
6: DeliveryAttempts ← 1
7: Unicast NI
8: if RTS 6= SDNC then
9: Schedule (IATimer, ReTransmit (NI)) . Schedule re-tx of NI

10: end if
11: end procedure
12: procedure ReTransmit(NI)
13: if NI 6∈ NIHistory then . If no IA
14: if DeliveryAttempts ≤ MaxRetransmissions then . Check re-tx attempts
15: DeliveryAttempts++
16: Retransmit NI
17: Schedule (IATimer, ReTransmit (NI)) . Schedule re-tx of NI
18: else
19: NI.nextHop ← Broadcast
20: Broadcast NI
21: end if
22: end if
23: end procedure
24: procedure ProcessNI(NI)
25: if NI 6∈ NIHistory then . If unseen NI
26: Add NI to NIHistory
27: if state == critical then
28: if NI.nextHop == itself OR NI.nextHop == Broadcast then
29: NI.nextHop ← RTS
30: DeliveryAttempts ← 1
31: Unicast NI
32: if RTS 6= SDNC then
33: Schedule (IATimer, ReTransmit (NI)) . Schedule re-tx of NI
34: end if
35: end if
36: end if
37: end if
38: end procedure

(i.e., between the non-critical nodes). But only critical nodes forward data packets, so

the missing links between non-critical nodes are not required. Moreover, each node,
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including a non-critical node, is aware of its neighbors (from the TD flooding) and

forwards data packets directly to them if they are the destination.

Algorithm 8 describes the procedures used for learning the network topology.

In the call to SendNI, the node prepares the NI message, sets the neighbors and the

seqNum fields, and unicasts the NI message to its RTS. The node sets DeliveryAttempts

to 1 and schedules a call to ReTransmit with IATimer as the delay.

The nodes that receive the NI message call the ProcessNI method. In this

method, the node checks if the received message is a part of NIHistory (i.e., a brief

history of recently received NIs, uniquely identified by its seqNum and source). If not,

then the received NI is included in the NIHistory. If the receiving node is the next hop

in the message or NI is broadcast, then the node forwards the message to its RTS and

schedules a call to ReTransmit with IATimer as the delay. When the sender senses the

transmission of next hop (i.e., implicit acknowledgment), it calls ProcessNI and adds

the sensed NI message to its NIHistory to prevent itself from retransmitting.

In the ReTransmit method, if NI is not a part of the NIHistory, then the node

retransmits. During this retransmission, if DeliveryAttempts ≤ MaxRetransmissions,

the node unicasts to the next hop; otherwise, it broadcasts.

The Implicit Acknowledgment (IA) scheme used for sending the NI messages is

similar to the VINE’s IA scheme described in Chapter 6. The IA scheme in CORR

improves the per-hop reliability for NI messages and increases the likelihood of SDNC

learning a connected network topology.

7.1.3 Sending Network Routes

The SDNC selects critical nodes and learns network topology periodically but

sends network routes only on receiving requests from nodes. When nodes do have

routes for forwarding data packets, they broadcast. Only critical nodes forward, either

as unicast or broadcast, depending on their route availabilities. The CDS property

ensures successful deliveries of data packets to their destination.
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7.1.3.1 Sending RU Messages

In the absence of a route, when a critical node broadcasts the data packet, it

sends a message called Route Request (RR) to SDNC via the RTS. This message in-

cludes the destination to which the route was not available. On receiving, the SDNC

selects routes to the destination for all critical nodes, irrespective of the request orig-

inator. Then the SDNC includes the selected routes and a sequence number in a

message called Route Update (RU) and broadcasts it. Each critical node rebroadcasts,

just once, by checking the sequence number. Note that this is network-wide broadcast

from the SDNC for disseminating the routing information. So, all critical nodes receive

the message. All non-critical nodes also receive as per the properties of CDS. Criti-

cal nodes update their forwarding table using the routing information in the message.

Non-critical nodes also update their forwarding table using the routing information of

critical nodes. For a non-critical node, a critical (neighbor) node having the shortest

path to the destination becomes the next hop.

7.1.3.2 Forwarding Data Packets

As traffic flows and critical nodes send RRs for several destinations, the SDNC

rapidly populates the forwarding tables of all nodes. As a result, a strong network

backbone gets created for forwarding the data packets, suppressing the need for broad-

casting subsequent data packets and sending multiple RRs for the same destination.

Nodes invalidate their configured routes on detecting link breaks. A node detects

a link break towards a neighbor (i.e., the next hop) when the node fails to receive a

packet from that neighbor in the past NbrMaintenance interval. Nodes may also detect

link breaks using the 802.11 CSMA/CA schemes (i.e., RTS/CTS/ACK), if available.

In the case of an invalid route, the node broadcasts the data packet. Critical nodes

that receive the broadcast packet check their forwarding table for valid routes. If

available, then the node unicasts to the next hop, else it broadcasts. Thus, a data

packet may alternate between broadcast (i.e., from nodes with no or invalid routes)

and unicast (i.e., from nodes with valid routes) en route to its destination. However, in
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Algorithm 9 Sending Network Routes And Forwarding Data Packets

1: procedure ForwardDataPacket(pkt)
2: if state == critical or node == pkt.source then
3: if route to pkt.dst is valid then
4: Unicast pkt to the nextHop
5: else if state == non-critical and RTS is valid then
6: Unicast pkt to RTS . Forward to RTS if no valid route
7: else
8: Broadcast pkt
9: if state == Critical and node 6= SDNC then

10: if RR for pkt.dst not seen in past NTT then
11: RR.dst ← pkt.dst
12: RR.seqNum ← RRSeqNum++
13: Unicast RR to RTS . Send route request
14: end if
15: else if node is SDNC then
16: SendingNetworkRoutes (pkt.dst)
17: end if
18: end if
19: end if
20: end procedure
21: procedure SendingNetworkRoutes(dst)
22: if routes to dst not selected in past 3*NTT then
23: for each critical node c do . Select routes for all critical nodes
24: r ← route between c and dst
25: Include r in RU
26: end for
27: RU.seqNum ← RUSeqNum++
28: Broadcast RU . Network-wide broadcast via critical nodes
29: end if
30: end procedure

highly dynamic networks, when nodes experience frequent link breaks, and the SDNC

fails to keep up, then critical nodes ensure successful deliveries via the network-wide

broadcasts.

Algorithm 9 describes the procedures for sending network routes and forwarding

data packets. When a node receives a data packet, either from the application or

another node, it follows the following steps. If the node is critical, or it is the packet

source, then the packet is forwarded. If a valid route to the destination is available,
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then the packet is unicast to the next hop. If a non-critical node (i.e., the packet source)

with no route has a valid RTS, then the packet is unicast to the RTS. Unicasting to

the RTS prevents multiple critical nodes from originating the RR messages for the

same destination. Nodes broadcast the data packet in all other scenarios. Nodes in

the pending state always broadcast.

When a critical node broadcasts, it also sends an RR message to the SDNC if

it has not seen one for the same destination in the past NetworkTraversalTime (NTT)

seconds. This interval is used to avoid duplicate RR transmissions and originations.

The SDNC is also a critical node and broadcasts the data packet in the absence

of a route, but instead of sending an RR message, it calls the SelectRoutes procedure.

In this procedure, the SDNC selects routes to the destination if it has not already

done so in the past 3∗NTT period – thus, avoiding redundant RU transmissions. The

SDNC selects routes for each critical node, includes them in an RU, and broadcasts,

expecting it to be a network-wide broadcast and all nodes getting the message. All

nodes update their forwarding tables with the routes in the RU.

Figure 7.2 illustrates an example of data packet forwarding. Node F has a

data packet to send to node J. The SDNC has already identified the critical nodes

(shown as shaded) and learned the network topology. Nodes have routes towards their

neighbors (learned during TD flooding) but not towards any other node. Therefore,

node F broadcasts the data packet (F −→ J), and all critical nodes rebroadcast (shown

in Figure 7.2(a)) because none of them has a route to node J. The CDS property of

critical nodes ensures delivery to node J. Critical nodes follow up the broadcast with

RR to SDNC (shown in Figure 7.2(b)). Each critical node forwards the RR message

just once. The SDNC selects routes to node J, includes them in an RU message, and

does a network-wide broadcast (shown in Figure 7.2(c)). All nodes receive the message

and learn their route to node J. Figure 7.2(d) shows all nodes being able to unicast

subsequent data packets to node J.
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Figure 7.2: All nodes learn routes to node J. The circles around nodes represent
broadcast transmissions, while the arrows represent unicast.

7.2 Communication Complexity Analysis

We now describe CORR’s communication complexity (CC). We define CC as

the total bytes transmitted in the network over its entire operation. Table 7.1 lists all

symbols used for expressing the CC. For this analysis, we assume that each transmission

has a successful delivery.

The SDNC periodically learns the network topology, which involves flooding a

TD message. If Rtd is the topology discovery rate, and Nc is the number of critical

nodes, then Equation 7.1 represents CORR’s periodic CC.

CCprdc ≤ Rtd(NHtd +Nc(Hni +M)D) (7.1)

Here, the first term represents the CC of flooding a constant-size TD (i.e., Htd).

The second term represents the CC of sending the neighbor information. Here, Nc
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Table 7.1: Symbols

Category Symbol Meaning

Network

N Network Size

D Network Diameter

M Average Node Degree

B Data Packet Size

Nc Critical Nodes

Rgen Data Packet Generation Rate

Messages

Htd Topology Discovery Header Size

Hni Neighbor Information Header Size

Hrr Route Requests Header Size

Hru Route Update Header Size

Protocol Rtd Topology Discovery Rate

nodes send their neighbor list having M nodes in a constant-size header (Hni) and up

to D nodes forward the message.

Nodes unicast or broadcast a data packet based on their route availability. If

a valid route is not available and the node broadcasts, then the data packet may be

forwarded by all critical nodes in the worst case. Non-critical nodes do not participate

in forwarding (relaying) data packets. When a critical node broadcasts, it also sends

an RR message, which may get forwarded by all critical nodes in the worst case. On

receiving an RR message, the SDNC selects routes for all critical nodes and performs

a network-wide broadcast. Thus, Equation 7.2 represents the CC of a route request

procedure.

CCrr ≤ BNc +NcHrr + (Hru +Nc)Nc (7.2)

Here, the first term represents the CC of flooding the data packet of size B via

Nc nodes. The second term represents the CC of sending RR of size Hrr and Nc nodes

forwarding the message in the worst case. The third term shows the CC of sending an
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RU (containing Nc routes and a constant-size header Hru) and Nc nodes forwarding

the message.

Let pn be the probability that routes have not been selected to the destination

of the nth data packet originated in the network. If they have been selected previously,

then let plb be the probability of a link break. Then using Equation 7.3, we get the CC

of sending the nth data packet.

CCn ≤ (pn + (1− pn)plb)CCrr + (1− pn)(1− plb)BD (7.3)

The nth data packet initiates the route request procedure with the probability

(pn + (1 − pn)plb). This procedure involves flooding the data packet via the critical

nodes and delivering it to its destination. Nodes use the available routes and unicast

the data packet with the probability (1− pn)(1− plb).

Assuming that the data packets are sent to destinations selected uniformly at

random, then the probability of not sending a packet to a particular destination (i.e.,

not selecting a particular node in the network) is (N − 2)/(N − 1). Let p′ represent

that probability.

If a data packet to the destination d initiates the route request procedure, then

the SDNC selects routes to d, and sends to all nodes. Thus, the subsequent data packet

will initiate the route request procedure if and only if its destination is neither d nor a

neighbor node of the source. If pnbr is the probability of a node being a neighbor, Rgen

is the data packet generation rate, and T is the interval used for learning the network

topology, then Equation 7.4 shows the probability that routes to the destination of the

nth packet would not have been previously selected.

pn = ((1− pnbr)p′)(n−1)modRgenT (7.4)

Routes to any previous destination would have been selected by the SDNC if the

destination was neither a neighbor of the source nor a previously selected destination.

Here, modRgenT is used because a new set of critical nodes are selected every T
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seconds and the previously learned routes are dropped. Further, as n → RgenT , then

pn → 0, showing that as traffic flows, the probability of routes not being available is

infinitesimal. Using Equations 7.1 and 7.3 we get CORR’s total CC.

CCcorr ≤ CCprdc +
∞∑
n=1

CCn (7.5)

We compare the average CC obtained from Equation 7.5 to the average CC of

an ns3 simulation experiment. In this experiment, each node sends a data packet to a

destination selected uniformly at random in a 6x6 Manhattan grid. This experiment

uses wireless links configured in ad hoc mode and susceptible to interference, packet

losses, and collisions. So, unlike the theoretical analysis, the transmissions may fail.

The average CC from Equation 7.5 is calculated using different link break probabilities

(plb = 0, 0.1, 0.2, 0.3) in Equation 7.3. The other parameters (e.g., network size,

payload) remain the same as in the ns3 simulation experiment.
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Figure 7.3: Comparison of average communication complexities from an ns3 simula-
tion experiment and Equation 7.5 using different link break probabilities.

Figure 7.3 shows a comparison of the average CC for the first 2000 data packets

transmitted in the network, where “Simulated” represents the ns3 results, and the

link break probability values represent the numerical results from Equation 7.5. The

average CC is high for the first few packets because nodes broadcast most of the data

packets, but it quickly converges because the SDNC configures the routes for unicast

transmissions. The ns3 experiment experiences several failed transmissions, resulting
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Table 7.2: Simulation Scenarios

Simulation Scenario
Network

Size
(nodes)

Network
Density

(nodes/km2)

Data Packet
Interval
(seconds)

Node
Speed
(m/s)

Increasing Network Size [60, 100] 3.3 10 4

Decreasing Network Density 100 [11, 2] 10 4

Increasing Network Load 100 3.3 [10, 2] 4

Increasing Node Speed 100 3.3 10 [2, 10]

in either failed route updates from the SDNC or invalidating existing ones. Thus, a

few nodes may continue to broadcast data packets, resulting in several critical nodes

forwarding them. Here, the simulated average CC is between the numerical results

obtained using 0.1 and 0.2 link break probabilities. The similarities between simulated

and numerical values indicate the analysis presented in this section correctly describes

CORR’s CC.

7.3 Simulation Results

We now describe the simulation results of CORR for several scenarios. Since

CORR is a reactive protocol, we compare the results to those of AODV [90]. Tables

7.2 and 7.3 list the simulation scenarios and parameters, respectively.

AODV simulations are performed using two different Hello intervals, namely 1

and 60 seconds. The recommended Hello interval in the AODV RFC [90] and ns3 is

1 second. However, we have found that the performance of AODV improves in our

settings if we use large Hello intervals (and other associated parameters) because the

network load reduces. The set of parameters providing improved AODV performance is

shown under the “AODV-modified” column of Table 1. Hereafter, the RFC default and

improved versions of AODV will be referred to as AODV-default and AODV-modified,

respectively.

The simulation results are compared using the following three metrics: (1)

Packet Delivery Ratio (PDR), which is the ratio of the total data packets received and
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Table 7.3: Simulation Parameters

Parameter Value Parameter Value

Simulation Time 60 minutes Node Speed 4 m/s

Data Packet Size 200 Bytes Node Mobility Rand. Waypoint

Application Nodes Rand. Src. Dst. Trans. Power 12 dBm

Propagation Loss Friis Model MAC 802.11b

CORR

TD Interval 60 secs NbrMaintenance Data pkt interval

AODV-default AODV-modified

Hello Interval 1 sec Hello Interval 60 secs

Active Route 3 secs Active Route 180 secs

MyRoute Timeout 6 secs MyRoute Timeout 360 secs

transmitted, (2) Total Communication Load (TCL), which is the sum of the routing

overhead caused by the control packets and size of the data packets, and (3) Average

Delay (AD), which is an average end-to-end delay of the data packets. The result

shown is an average of 10 runs.

All numerical comparisons to AODV are with the better-performing AODV-

modified unless mentioned otherwise.

7.3.1 Increasing Network Size
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Figure 7.4: Simulation results for scenario 1 (Increasing Network Size) where network
size ranges from 60 to 100 nodes but density remains constant.
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Figure 7.4 shows the results for the increasing network size scenario. CORR

has up to 10% better PDR than AODV (shown in Figure 7.4(a)) for all network sizes.

When valid routes are available, nodes unicast data packets to their destination. How-

ever, when topology changes and configured routes become invalid, or when routes

expire, nodes start broadcasting packets. In this situation, nodes rely on critical nodes

to forward, either as unicast or broadcast, but ensure successful deliveries to the des-

tinations. Only critical nodes forward (both control and data), keeping the overall

interference and collisions low – both these factors result in a high PDR. On the other

hand, AODV employs extensive use of control packets for its route discovery, route

maintenance, and local connectivity procedures. Each node participates in either orig-

inating or forwarding the control packet, resulting in high interference and collisions

for data packets and the network experiences a low PDR.

Despite broadcasting data packets when no routes are available, CORR has

∼1.6x lower TCL than AODV (as shown in Figure 7.4(b)). It indicates that as the

network topology changes, the SDNC rapidly updates routes in nodes for unicast trans-

missions. Further, only a single route request results in SDNC updating routes in all

nodes. Note that nodes receive routing information only to the destination in the

request message. Thus, the routing overhead and the TCL remains low. In AODV,

the route request procedure results in all nodes learning reverse routes to the source

(but only in the case of full flooding). Whereas, the intermediate nodes (between the

source and destination nodes) learn forward routes to the destination. Thus, the route

request procedure may get initiated several times for a particular destination, causing

high routing overhead and high TC.

Figure 7.4(c) shows CORR having up to ∼3x lower AD than AODV because

data packets are not buffered. Instead, nodes broadcast them and expect critical nodes

to deliver them to their destination. In AODV, a node buffers the data packet until

it learns a route. If a node fails in the first attempt, it reinitiates the route discovery

procedure, keeping the packet buffered. High routing overhead contributes to high

collisions and several MAC layer back-offs and retransmissions. Both of these factors
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result in a high average delay.

7.3.2 Decreasing Network Density
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Figure 7.5: Simulation results for scenario 2 (Decreasing Network Density) where net-
work size is 100 nodes but density ranges from approx. 11 to 2 nodes/km2

(simulation area between 9 km2 and 49 km2).

Figure 7.5 shows results for the decreasing network density scenario. CORR

has at least 8% better PDR than AODV in both dense (9 km2) and sparse (49 km2)

networks (shown in Figure 7.5(a)). In dense networks, both AODV and CORR benefit

from nodes being in close proximity because the Hello exchanges (in AODV) and

Topology Discovery (in CORR) result in each node learning routes to a majority of

other nodes (i.e., neighbors). CORR benefits more because only a few critical nodes

are selected, resulting in a low load – thus, low interference and collisions – and a

high PDR. However, AODV experiences packet losses, and hence, a low PDR, because

a route discovery procedure results in route replies from a majority of the nodes,

increasing both interference and collisions.

Sparse networks are more susceptible to link breaks, affecting both data and con-

trol packets, and hence, invalidating several routes. CORR switches to broadcasting

data packets, which are forwarded by all the critical nodes. The redundant transmis-

sions by critical nodes help maintain a high PDR. AODV depends solely on unicast

transmissions to the next hops. So, frequent link breaks result in several packet drops.

Although the local connectivity procedure detects link breaks, it takes two failed Hello
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messages to confirm one [90]. The control packet transmissions are also affected by the

link breaks, resulting in failed attempts to learn routes.

Figure 7.5(b) shows the TCL results. In dense networks, both AODV and CORR

have low TCLs because AODV initiates the route discovery only for a few distant nodes,

and CORR selects only a few critical nodes. Further, both data and control packets

travel fewer hops because nodes are in close proximity. As the density decreases,

packets travel more hops in general, so the TCL increases. However, AODV’s TCL

stabilizes because the number of nodes replying to the route requests decreases, so the

control packet exchange reduces. On the other hand, CORR experiences an increase

because more critical nodes are selected, and the average distance between the critical

nodes and the SDNC increases. Hence, RUs and NIs travel more hops, resulting in

higher routing overhead. For the sparsest network, both CORR and AODV have the

same TCL, but until the sparsest network threshold, CORR maintains up to 1.5x lower

TCL than AODV.

Figure 7.5(c) shows both CORR and AODV having low ADs in dense networks

because the data packets travel only a few hops, but as the density decreases, the delay

increases. However, CORR maintains up to 3x lower delay than AODV for the same

reasons described earlier in Section 7.3.1.

7.3.3 Increasing Network load

Figure 7.6 shows the results for the increasing network load scenario. Increasing

the traffic load (i.e., decreasing the data packet interval) is likely to increase interference

and collisions in the network. Figure 7.6(a) shows CORR experiencing a drop in

the PDR as the network load increases. AODV’s PDR increases until a threshold (4

seconds) but drops after that. AODV always unicasts the data packets. So, if routes

are valid (i.e., no link breaks), sending data packets at a higher rate improves the PDR.

When the traffic load goes high enough, the resulting interference starts causing packet

losses. Further, the network that was already congested and experienced a packet loss

becomes overwhelmed with control packets transmitted during route discovery, route
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Figure 7.6: Simulation results for scenario 3 (Increasing Network Load) where net-
work size is 100 but data packet interval ranges from 10 to 2 seconds.

maintenance, and local connectivity procedures – further reducing the PDR. Despite

having different behaviors, CORR maintains at least 5-10% better PDR than AODV

for all traffic loads.

Figure 7.6(b) shows that as the network traffic increases, the TCL also increases,

mainly because of the nodes forwarding more data packets. However, irrespective of the

traffic rate, CORR always maintains up to 1.6x lower TCL than AODV. The increasing

routing overhead in AODV keeps the TCL high because every node that identifies a link

break either initiates link failure reporting or route discovery procedure. In contrast

to AODV, only critical nodes send route requests and forward the control packets in

CORR, keeping the TCL low.

Figure 7.6(c) shows both CORR and AODV having low delays at low traffic

load, but as the traffic grows, AODV’s delay increases significantly. For the highest

traffic rate (i.e., 2 seconds interval), CORR has ∼7x lower delay than AODV mainly

due to no buffering and fewer MAC-layer backoffs and retransmissions.

7.3.4 Increasing Node Speed

Figure 7.7 shows the results for the increasing node speed scenario. Similar to

the network load, increasing the node speed is likely to increase packet losses (both

control and data) but due to frequent link breaks. Figure 7.7(a) shows the decreasing

PDR for both CORR and AODV. However, CORR continues to maintain up to 10%
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Figure 7.7: Simulation results for scenario 4 (Increasing Node Speed) where network
size is 100 but node speed ranges from 2 to 10 m/s.

better PDR than AODV because the nodes switch to broadcast transmissions in the

absence of valid routes. As a result, several critical nodes forwarding data packets and

ensuring their delivery. On the other hand, link breaks in AODV cause several nodes

to send link failure notifications and initiate route discovery procedures, increasing

the routing overhead significantly (shown in Figure 7.7(b)). Despite broadcasting the

data packets, CORR’s TCL remains up to ∼2x lower than AODV’s TCL because the

network size and the number of critical nodes remain the same. Interestingly, AODV-

default has a better PDR than AODV-modified in high mobility scenarios because of its

better link connectivity maintenance. However, AODV-default’s TCL is significantly

higher than that of AODV-modified.

Figure 7.7(c) shows that both CORR and AODV have low delays in low mobility

scenario, but as mobility increases, AODV’s delay increases significantly. CORR has

up to 4x lower delay than AODV in the high mobility scenarios. Delay increases in

AODV because nodes buffer the data packets until new routes are available after link

breaks.

7.4 Conclusions

In this chapter, we have presented a centralized reactive routing protocol called

CORR for our SD-MANET architecture. It addresses the limitations of the first routing

protocol described in Chapter 4 by employing the features of the ECHO and VINE
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protocols.

Although designed for network-wide broadcasts, CORR leverages the ECHO

protocol for learning the network topology and creating a strong network backbone

of nodes for unicast forwarding of the data packets. Only the critical nodes forward

requests and routing information to and from the SDNC, becoming the network back-

bone and reducing the control overhead, interference, and collisions, and improving the

scalability. Further, the CDS property of critical nodes ensures that a network-wide

broadcast from the SDNC containing the routing information reaches all nodes.

CORR also leverages the IA feature of the VINE protocol for transmitting

control messages and increases the per-hop reliability of the NI messages and likelihood

of SDNC learning a connected network topology.

We have evaluated CORR extensively using ns3 simulations and compared the

results to those of AODV for a variety of network scenarios, addressing scalability,

load, density, and mobility. CORR outperforms AODV in all scenarios, providing

better reliability and resiliency against dynamic topology changes, proving to be a

better protocol, in general, for all network scenarios. It provides up to 10% better

delivery ratio than AODV while incurring at least 1.5x lower network load and 3x

lower delay. A low network load helps improve the lifespan of the mobile nodes, while

a low delay makes CORR suitable for time-sensitive applications.
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Chapter 8

CENTRALIZED PROACTIVE ROUTING

In this chapter, we present a protocol, called Centralized Proactive Routing

(CPR), designed for the SD-MANET architecture described in Chapter 3. Similar to

the CORR protocol described in Chapter 7, CPR uses critical nodes for learning the

network topology and disseminating the routing information.

Chapter 4 described the PCC protocol and the results of its comparison with

OLSR and DSDV. At the end of that chapter, we discussed a few limitations that

prevent PCC from attaining better results than OLSR in large networks.

Chapter 7 described the CORR protocol that addresses PCC’s limitations. The

use of critical nodes for learning the network topology and efficiently disseminating

the routing information reduces the communication overhead significantly. Further,

the use of implicit acknowledgments for sending neighbor information allows SDNC to

learn a connected network topology.

CORR is a reactive protocol, so we compared its results to those of AODV,

which is the state-of-the-art reactive routing protocol. This chapter presents CPR,

which is a proactive protocol, so we compare its results to those of OLSR, which is the

state-of-the-art proactive routing protocol.

8.1 The CPR Protocol

Unlike PCC and CORR, we describe only the Sending Network Routes function

of CPR because its other two functions are the same as those of CORR. In CORR,

the SDNC sends network routes reactively, whereas in CPR, the SDNC sends network

routes proactively.
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8.1.1 Sending Network Routes

The SDNC selects critical nodes and learns the network topology periodically

after every TDInterval to account for network dynamics. Then it selects routes for all

critical nodes such that they can send data packets to every other node in the network.

The SDNC disseminates the routing information as network-wide broadcasts.

Algorithm 10 Sending Network Routes And Forwarding Data Packets

1: procedure SendingNetworkRoutes
2: for each critical node c do
3: for each destination d do
4: r ← route between c and d
5: Include r in RU
6: end for
7: end for
8: RU.seqNum ← RUSeqNum++
9: Broadcast RU

10: end procedure
11: procedure ForwardDataPacket(pkt)
12: if state == critical or node == pkt.source then
13: if route to pkt.dst is valid then
14: Unicast pkt to the nextHop
15: else if state is non-critical and RTS is valid then
16: Unicast pkt to RTS
17: else
18: Broadcast pkt
19: end if
20: end if
21: end procedure

Algorithm 10 describes the procedures used for forwarding the data packets and

sending the network routes. The SDNC calls the SendingNetworkRoutes procedure

periodically for selecting the routes. However, nodes may invalidate their configured

routes on detecting link breaks. A link break is detected when the node fails to receive a

packet from the neighbor in the past NbrMaintenance interval. Nodes may also detect

link breaks using the 802.11 CSMA/CA schemes (i.e., RTS/CTS/ACK), if available.

If a valid route is not available for forwarding the data packet, then the packet is

broadcast. Both these features are similar to CORR’s.

107



The ForwardDataPacket procedure describes the rules for forwarding data pack-

ets. However, unlike in CORR, the critical nodes in CPR do not send route request

messages to the SDNC. Instead, they continue to forward either as unicast or broad-

cast, depending on the route validity, relying on the CDS property for delivering the

packets to their destination.

8.2 Communication Complexity

We now describe CPR’s communication complexity (CC). Similar to the analy-

ses presented in previous chapters, we define CC as the total bytes transmitted in the

network during its entire operation. Table 8.1 lists all symbols used for expressing the

CC. For this analysis, we assume that each transmission has a successful delivery.

Table 8.1: Symbols

Category Symbol Meaning

Network

N Network Size

D Network Diameter

M Average Node Degree

B Data Packet Size

Rgen Data Packet Generation Rate

Nc Critical Nodes

Messages

Htd Topology Discovery Header Size

Hni Neighbor Information Header Size

Hru Route Update Header Size

Protocol Rtd Topology Discovery Rate

CPR uses three control messages and the complexity of each of them is described

in Table 8.2. Equation 8.1 represents the combined control communication complexity

of all control messages, where Rtd is the topology discovery rate.

CCctrl cpr ≤ Rtd(NHtd + (Hni +M)NcD + (Hru +N)N2
c ) (8.1)
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Table 8.2: Communication complexity of each message

Message Complexity Explanation

TD NHtd SDNC broadcasts a TD message of size Htd, and each
node rebroadcasts it.

NI (Hni + M)NcD Each critical node sends the information of its M
neighbors in an NI message to the SDNC. The net-
work diameter is D, so up to D nodes may forward.

RU (Hru + N)N2
c SDNC sends RU messages, one for each of its Nc criti-

cal node. Each such message has routes to every node
in the network (i.e., N routes). Each such message is
a network-wide broadcast and gets forwarded by Nc

nodes.

We ignore the constants: Htd, Hni, Hru, and Rtd for analyzing CPR’s asymptotic

control communication complexity (ACCC). If the average node degree is d, i.e., M = d,

the ACCC of CPR is O(N+dNcD+NN2
c ), which essentially is O(dNcD+NN2

c ). Thus,

CCctrl cpr = O(dNcD +NN2
c ) (8.2)

Similar to PCC, CPR is a proactive protocol, so the SDNC periodically updates

the routing tables of all nodes with routes to every node in the network. However,

unlike PCC, if a node invalidates routes (on detecting a link break), it continues to

forward but as broadcast instead of unicast. If plb is the probability of a link break

between source and destination, then Equation 8.3 shows the CC of a data packet. If

the route is valid, then up toD nodes may forward, else we consider it to a network-wide

broadcast, in which up to Nc nodes forward.

CCdata cpr ≤ (1− plb)BD + plbBNc (8.3)

Considering Rgen as the data packet generation rate, the total communication
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complexity of CPR is:

CCcpr ≤ CCctrl cpr +RgenCCdata cpr (8.4)

We now analyze CPR’s ACCC for dense and sparse networks. For dense net-

works, the average node degree d is very high, and the network diameter D is very

small, so d = O(N) and D = O(1). Further, a node degree of O(N) results in the

selection of only a few critical nodes, hence Nc = O(1). Substituting these values in

the ACCC shown in Equation 8.2, we get O(N +N), which is O(N).

For sparse networks, the node degree d is very small, so we consider d = O(1),

which makes the critical nodes and the network diameter grow in the order of N . Thus

we consider Nc = O(N) and D = O(N). If we substitute these values in Equation 8.2,

we get O(N2 +N3), which is O(N3).

Table 8.3: Comparison of the asymptotic control communication complexities

PCC CPR

Generic O(dND + N2D) O(dNcD + NN2
c )

Dense O(N2) O(N)

Sparse O(N3) O(N3)

Table 8.3 shows a comparison of the ACCC of PCC and CPR for generic, dense,

and sparse networks. For the generic networks with node degree d, the relative gain

of CPR over PCC increases with decreasing Nc. The complexity remains the same in

sparse networks, but CPR attains O(N) better (lower) complexity than PCC in dense

networks.

8.3 Simulation Results

We now describe the simulation results of CPR. We compare CPR’s results to

those of OLSR. Table 8.4 lists the simulation scenarios, which are similar to those used
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Table 8.4: Simulation Scenarios

Network Scenario
Network

Size
(nodes)

Network
Density

(nodes/km2)

Data Packet
Interval
(seconds)

Node
Speed
(m/s)

Increasing Network Size [60, 100] 3.3 10 4

Decreasing Network Density 100 [11, 2] 10 4

Increasing Network Load 100 3.3 [10, 2] 4

Increasing Node Speed 100 3.3 10 [2, 10]

for evaluating CORR. Table 8.5 lists all the simulation parameters.

Table 8.5: Simulation Parameters

Parameter Value Parameter Value

Simulation Time 300 seconds Node Speed 4 m/s

Data Packet Size 200 Bytes Node Mobility Rand. Waypoint

Application Nodes Rand. Src. Dst. Trans. Power 12 dBm

Propagation Loss Friis Model MAC 802.11b

CPR

TD Interval 30 secs NbrMaintenance Data pkt interval

OLSR

Hello Interval [2, 6] seconds TC Interval 5 seconds

The simulation results are compared using the following three metrics: (1)

Packet Delivery Ratio (PDR), which is the ratio of the total data packets received and

transmitted, (2) Total Communication Load (TCL), which is the sum of the routing

overhead caused by the control packets and size of the data packets, and (3) Average

Delay (AD), which is an average end-to-end delay of the data packets. The result

shown is an average of 10 runs.

The recommended Hello interval in the OLSR RFC [35] and ns3 is 2 seconds,

but it creates a high communication overhead. So, we have included OLSR results with

several different Hello intervals, namely 2, 4, and 6 seconds, and the plots show their
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results as OLSR-2, OLSR-4, and OLSR-6, respectively. A common trend observed in

all simulation results of all scenarios is that a larger Hello interval results in reducing

the control overhead but also reduces the PDR. The higher the interval, the lower the

control overhead and the PDR. Intuitively, a high Hello interval results in a less frequent

update of network routes, so nodes experience many packet losses and the PDR drops.

On the other hand, a low Hello interval results in increasing the average delay for data

packets because the CSMA causes repeated back-offs and retransmissions.

We have shown the results of all the Hello intervals in plots, but for brevity,

numerical comparisons in the description are included only for OLSR-2.

8.3.1 Increasing Network Size
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Figure 8.1: Simulation results for scenario 1 (Increasing Network Size) where network
size ranges from 60 to 100 nodes but density remains constant.

Figure 8.1 shows the results for the increasing network size scenario. CPR has

a better or the same PDR compared to OLSR-2 for up to network size 100 (shown in

Figure 8.1(a)). The SDNC periodically updates network routes in all nodes, allowing

them to unicast data packets to their destination. If the nodes invalidate their routes

due to link breaks, CPR still attains a high PDR by allowing nodes to broadcast

packets. The CDS property of critical nodes ensures delivery of data packets to their

destination.

Using only critical nodes for learning network topology and disseminating net-

work routes, CPR keeps the TCL low. On the other hand, OLSR-2’s frequent and
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large-sized Hello message transmissions result in a high TCL. Figure 8.1(b) shows

CPR having up to 2.4x lower (better) TCL than OLSR-2. The large-sized Hello mes-

sages also result in repeated MAC-layer back-offs and retransmissions for data packets.

Figure 8.1(c) shows CPR having up to 1.4x lower AD than OLSR-2.

8.3.2 Decreasing Network Density
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Figure 8.2: Simulation results for scenario 2 (Decreasing Network Density) where
network size is 100 nodes but density ranges from approximately 11 to 2
nodes/km2 (i.e., simulation area from 9 to 49 km2)

Figure 8.2 shows the results for the decreasing network density scenario. In

dense networks, both OLSR and CPR benefit from nodes being in close proximity

because only a few critical nodes (in CPR) and MPR nodes (in OLSR) are selected.

As a result, both protocols attain high PDRs (shown in Figure 8.2(a)).

Sparse networks experience frequent link breaks, which affects both data and

control packets, invalidating several routes. As the density decreases and the average

distance between the nodes increases, the PDR starts to drop. In the sparsest network,

CPR’s PDR is lower than that of OLSR-2 because frequent link breaks result in several

nodes invalidating their routes and broadcasting data packets. As a result, a few of

them fail to reach their destination, resulting in a low PDR. Figure 8.2(b) confirms

that by showing a steeper increase in CPR’s TCL over OLSR-2’s. Despite the steeper

increase, CPR’s TCL remains up to 1.7x lower than that of OLSR-2 even for the

sparsest network. In dense networks, both CPR and OLSR-2 have low TCLs, but as
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the density decreases the TCL increases for both. An increase in the average hops

between the nodes also increases the TCL.

Figure 8.2(c) shows OLSR-2 and CPR having contrasting results. In dense

networks, the large-sized Hello packets result in frequent MAC-layer back-offs and

retransmissions for data packets, so OLSR-2 has higher AD than CPR. As the density

decreases, a smaller node degree (i.e., number of neighbors) reduces the size of Hello

packets and also the AD. On the other hand, CPR’s AD increases with the decreasing

density because nodes broadcast more data packets due to frequent link breaks.

8.3.3 Increasing Network Load
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Figure 8.3: Simulation results for scenario 3 (Increasing Network Load) where net-
work size is 100 but data packet interval ranges from 10 to 2 seconds.

Figure 8.3 shows the results for the increasing network load scenario. Fig-

ure 8.3(a) shows CPR and OLSR-2 having almost the same PDR for all intervals,

except the smallest. At high network loads (i.e., at smaller intervals), nodes transmit

more data packets as broadcast in the absence of valid routes, resulting in a high TCL.

Figure 8.3(b) confirms that by showing a steeper increase in CPR’s TCL over OLSR-

2’s, yet CPR’s TCL is ∼1.2x lower than that of OLSR-2 for the highest load (i.e.,

the interval of 4 seconds). Figure 8.3(c) shows increasing AD with increasing network

load for both CPR and OLSR because frequent data packets transmissions cause more

MAC layer back-offs and retransmissions. Thus, at very high loads, CPR’s PDR drops
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and AD increases because of several broadcast transmissions in the network. However,

at lower loads, CPR provides the same PDR as OLSR-2 with lower TCL and AD.

8.3.4 Increasing Node Speed
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Figure 8.4: Simulation results for scenario 4 (Increasing Node Speed) where network
size is 100 but node speed ranges from 2 to 10 m/s.

Figure 8.4 shows the results for the increasing node speed scenario. Increasing

node speed is likely to increase packet losses (both control and data) due to frequent

link breaks. Figure 8.4(a) shows PDR decreasing for all with the increasing node

speeds. CPR’s PDR remains almost the same as that of OLSR for low node speed but

drops at higher node speeds.

The node speed has a contrasting effect on the TCLs of CPR and OLSR-2. The

Random Waypoint mobility model at high node speeds concentrates more nodes at the

center of the simulation region. As a result, nodes are in closer proximity to each other

because of which CPR selects fewer critical nodes, and OLSR transmits larger sized

Hello packets. Figure 8.4(b) confirms that by showing a decrease in CPR’s TCL but an

increase in OLSR-2’s with increasing node speeds. The selection of fewer critical nodes

results in reducing communication overhead of learning network topology and sending

network routes. As a result, the CPR’s TCL reduces. Irrespective of the node speed,

the CPR’s TCL remains at least 2x lower than that of OLSR-2. CPR’s decreasing

delay with increasing node speed shown in Figure 8.4(c) also confirms the selection of
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fewer critical nodes. CPR-2’s AD is almost the same as that of OLSR-2 for node speed

2 m/s, but ∼2.3x lower for node speed 10 m/s.

8.4 Scalability Issues

The simulation scenarios considered in Section 8.3 evaluate CPR for networks of

sizes up to 100 nodes. In this section, we show CPR’s simulation results for networks

of sizes up to 250 nodes.

Figure 8.5 shows a comparison of the results of CPR and OLSR-2 for network

size between 100 and 250 nodes. As the network size increases, CPR starts experiencing

a drop in the PDR (shown in Figure 8.5(a)). However, CPR’s TCL and AD remain

lower than those of OLSR-2 (shown in Figures 8.5(b) and 8.5(c)).
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Figure 8.5: Simulation results for networks of sizes up to 250 nodes.

Large networks (i.e., size ≥ 100 nodes) result in the selection of several critical

nodes. Our simulation results show that CPR selects 37 critical nodes in a network

of size 250 nodes. Learning the network topology from the neighbor information of

a large number of critical nodes results in congestion at SDNC. Further, the SDNC

ends up sending the routing information in several RU messages, resulting in many

network-wide broadcasts. These results indicate that a single node (i.e., SDNC) may

be inadequate for performing all the three SD-MANET functions in large networks.

Therefore, solutions are needed to address the scalability issues in SD-MANET.
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8.5 Conclusions

In this chapter, we presented our second centralized proactive routing protocol

called CPR for the SD-MANET architecture. Similar to the CORR protocol, it ad-

dresses the limitations of the first routing protocol (PCC) described in Chapter 4 by

employing the features of the ECHO and VINE protocols.

We analyzed CPR’s communication complexity and proved it to be O(N) better

(lower) than that of PCC in dense networks. We also showed the results of an extensive

evaluation of CPR for scenarios addressing scalability, load, density, and mobility.

The results show that CPR has about the same PDR as OLSR but incurs far less

overhead (2.4x) and has lower latency (1.4x) for networks of size 100 nodes. However,

repeating the simulation experiments over large networks (i.e., size ≥ 100 nodes) results

in poorer performance. In particular, the PDR drops, indicating that in a centralized

architecture, large networks need hierarchical solutions. We present one such solution

in Chapter 9.
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Chapter 9

HIERARCHICAL CENTRALIZED PROACTIVE ROUTING

In this chapter, we present a protocol, called Hierarchical Centralized Proactive

Routing (HCPR), designed for the SD-MANET architecture described in Chapter 3.

The HCPR protocol addresses the scalability issues of CPR discussed in Section 8.4.

The simulation results in Section 8.4 showed that CPR’s performance drops for

large-sized networks. In particular, CPR’s delivery ratio becomes significantly lower

than that of OLSR for networks of size more than 100 nodes. Since the number of

critical nodes grows in the order of network size, the control messages sent by these

nodes create a bottleneck at the SDNC. Further, the route updates sent by the SDNC

result in several network-wide broadcasts. Thus, in a large network, a single node (i.e.,

SDNC) may be inadequate for performing all the necessary functions.

Here, we describe a hierarchical routing approach that continues to use a single

SDNC but significantly reduces the bottleneck by forming clusters in the network. A

cluster is a group of nodes having a Cluster Head (CH), which selects and disseminates

routes for nodes in the cluster.

We first describe the HCPR protocol and then analyze its communication com-

plexity. In the end, we present the simulation results of extensive evaluation of HCPR

using the same set of scenarios as in the previous chapters, but for large networks, and

compare them to those of OLSR.

9.1 The HCPR Protocol

The HCPR protocol is a hierarchical protocol that creates clusters in the net-

work. Each cluster has a Cluster Head (CH). Nodes receive intra-cluster routing infor-

mation from the CH. In addition to forming clusters, the HCPR protocol also selects
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gateway nodes for inter-cluster routing. HCPR is designed to be proactive and performs

all its operations periodically to account for network dynamics.

Similar to the previous SD-MANET routing protocols, HCPR is described us-

ing the following three functions: (1) learning route to SDNC, (2) learning network

topology, and (3) sending network routes.

9.1.1 Learning Route to SDNC

The SDNC periodically broadcasts a message called Topology Discovery (TD).

Similar to the TD message used by both CORR and CPR protocols, HCPR uses a TD

message with fields for the sequence number and previous sender. In addition to these

fields, HCPR also includes a field for the Cluster Radius. We use K to represent the

value in this field. Nodes use this value for determining the cluster boundaries.

Nodes that receive the TD message with K > 0 decrement the value of K and

rebroadcast the TD message, resulting in Flooding the TD message to all nodes within

a radius of K from the SDNC.

Figure 9.1(a) shows a 6x6 Manhattan Grid topology, in which the SDNC floods

a TD message setting K = 3. Nodes decrement K’s value before forwarding the TD

message. In this example, we use K = 3 to show clusters of radius 3, but the protocol

could be configured to use any value.

HCPR uses a TD flooding process which is similar to the one used by CORR

and CPR. In particular, the TD flooding results in (1) nodes learning their reverse

route to SDNC (RTS), (2) nodes learning their neighbors, and (3) selection of critical

nodes. Figure 9.1(b) shows nodes knowing their RTS and the SDNC identifying critical

nodes (shaded).

We now explain the cluster formation and selection of gateway nodes.

9.1.1.1 Cluster Formation

The initial value of K determines the cluster radius (and the cluster formation).

Nodes that receive the TD message with K = 1 broadcast it by decrementing K’s value
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Figure 9.1: (a) SDNC initiated TD flooding with cluster diameter (K) = 3. (b) Nodes
learned their Route to SDNC (RTS). Critical nodes are shown shaded.

(i.e., making K = 0). However, these nodes do not set themselves to pending, which is

the transition state between critical and non-critical. Refer to Figure 5.2 for the state

diagram of the ECHO protocol. Not setting themselves to pending essentially means

that these nodes are not candidates for becoming critical.

On the other hand, the nodes that receive TD with K = 0 are candidates for

becoming cluster heads of new clusters. Figure 9.2(a) shows nodes 4, 9, 14, 19, and 24

receiving TD with K = 0 and becoming CH candidates.

Each CH candidate schedules the transmission of a new TD message using a

random delay1. The random delay is used to avoid all candidates becoming CHs and

forming their cluster individually. The candidate resets K to the required cluster radius.

Figure 9.2(b) shows node 24 becoming the first candidate to initiate the TD flooding

procedure, thereby becoming a CH. Not all candidates become CH, only the ones that

get to initiate their TD flooding procedure. If a candidate receives a TD originated at

1 A delay chosen randomly between 0 and K*0.1 seconds.
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Figure 9.2: (a) TD message with K=0 resulting in nodes becoming candidates for
Cluster Head. (b) Candidate CH node 24 randomly becomes first to
initiate its TD flooding with K = 3.

another node before it transmits its own, then it will not initiate its TD flooding (or

become a CH). The order in which the candidates become CHs is random and depends

on the delay. In this example, the candidate node 19 receives the TD originated at node

24, and hence, becomes a part of the cluster of node 24. Node 19 is not a candidate

anymore and will not initiate its scheduled TD flooding procedure.

Figure 9.3 shows candidates 14 and 4 becoming CHs and forming their respective

clusters. Note that node 9 was previously a candidate CH but has now become a part

of the cluster of node 14. The SDNC and node 28 form their clusters too.

Each TD flooding procedure results in the formation of a cluster and the nodes

in the cluster learn their route to the CH, learn their neighbors, and select the critical

nodes.
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Figure 9.3: Cluster formation at the end of TD flooding.

9.1.1.2 Gateway Nodes

In addition to creating clusters, it is important to identify gateway nodes con-

necting clusters and enabling inter-cluster routing. Here, a gateway node is a node

that connects to a CH of another cluster. When a candidate initiates the TD flooding

process, it uses the same sequence number that was in the received TD message but

refreshes the value of K to the cluster radius. Nodes in the neighboring clusters on

receiving a duplicate TD (having the same sequence number) but K = cluster radius

mark themselves to be gateway nodes. Figure 9.4 shows the gateway nodes selected in

the network.

9.1.2 Learning Network Topology

SDNC and CHs need to learn the topology of their respective clusters. The

algorithm used for learning is the same as Algorithm 7 used by the CORR protocol.

Each critical node sends its neighbor information in a message called Neighbor Infor-

mation (NI). Nodes use the Implicit Acknowledgement (IA) feature for sending the NI

messages - thereby, increasing the per-hop reliability (see Section 6.2). The critical
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Figure 9.4: Nodes 3, 8, 10, 13, 18, 20, 22, and 27 becoming gateway nodes at the end
of TD flooding.

nodes in the cluster of SDNC send their NI to the SDNC, whereas all other critical

nodes send their NI to their respective CH. The CHs store the received NI messages

for learning the cluster topology and do not forward these messages.

9.1.3 Sending Network Routes

HCPR uses the Route Update (RU) and Cluster Information (CI) messages for

configuring intra-cluster and inter-cluster routes, respectively.

9.1.3.1 Intra-Cluster Routing

Upon learning the cluster topology from the NI messages, each CH (and SDNC)

selects routes for intra-cluster routing and sends them in RU messages as network-wide

broadcasts. The procedure is the same as used by the CPR protocol and described

in Algorithm 10. The difference is that the routes are selected only for critical nodes

in the same cluster. Figure 9.5 shows a hierarchical view of the network shown in

Figure 9.1. The figure also shows CHs (and SDNC) sending RU messages as network-

wide broadcasts.

123



0

6 1

12 7

18 13 8

2

3

24

2530

31
19

26

20

14

32 27

28

15

9
21

16

22 17

4

10 5

11

2934

33 35 23

Level 1

Level 2

Level 3

CH CH CH

CH

SDNC

RU

RU
RU

RU

RU

Figure 9.5: Hierarchical view of the clusters formation. SDNC and CHs sending RU
messages as network-wide-broadcasts.

9.1.3.2 Inter-Cluster Routing

In addition to the RU messages, the CHs also send the CI messages. However,

unlike the RU message, a CH sends the CI message to nodes in another cluster. A CI

message includes the cluster topology information, which allows the nodes in another

cluster to learn the inter-cluster routes. Each CI message also includes the origin node

and a sequence number (for identifying duplicates).

A CH broadcasts the CI message so the gateway nodes in neighboring clusters

can receive and forward the CI message to their respective CHs. It always travels from

level l to level ≤ l. We note that nodes do not know their cluster level, nor do they

use the cluster level in any way. We use cluster levels only to explain the forwarding

process of CI messages.
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Similar to the NI message, the nodes send the CI message using the IA feature.

When a node forwards the CI message, it updates its routes to all nodes included in

the message and sets the sender as the next hop - thereby, learning routes for inter-

cluster routing. This process results in a hierarchical routing scheme, where nodes in

a lower-level cluster (i.e., closer to the SDNC) possibly have more routes than nodes

in higher-level clusters.
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Figure 9.6: CH node 28 sending CI message and gateway nodes forwarding it.

Figure 9.6 shows CH node 28 broadcasting a CI message, which is received by

the gateway nodes in the level 2 clusters. These gateway nodes forward the message

to their CH via the Route to SDNC (RTS). All intermediate nodes update their routes

to all nodes in the cluster of node 28 and set the sender as the next hop. When the

message reaches CH nodes 24 and 14, they broadcast it again, so that the gateway
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nodes in level 1 (i.e., nodes 8, 13, and 18) can receive and forward it to their CH

(i.e., the SDNC). Note that the CI includes a sequence number and the origin node

information, which allows nodes to identify the duplicates and forward the message

just once.

9.1.3.3 Data packet Forwarding

HCPR being a proactive protocol, all nodes will get periodic intra-cluster route

updates. However, a node may or may not have, depending on its cluster level, routes

for inter-cluster routing.

Also, nodes invalidate their configured routes on detecting link breaks. A link

break is detected towards a neighbor (i.e., the next hop) when the node fails to receive a

packet from that neighbor in the past NbrMaintenance interval. Nodes may also detect

link breaks using the 802.11 CSMA/CA schemes (i.e., RTS/CTS/ACK), if available.

Algorithm 11 Forwarding Data Packets

1: procedure ForwardDataPacket(pkt)
2: if state == critical or state == gateway or node == pkt.source then
3: if route to pkt.dst is valid then
4: Unicast pkt to the nextHop
5: else if RTS is valid then
6: Unicast pkt to RTS
7: else
8: Broadcast pkt
9: end if

10: end if
11: end procedure

The procedure used for forwarding the data packets is shown in Algorithm 11,

and it is similar to the one used by CPR. The only difference is that, in HCRP, along

with the critical nodes, the gateway nodes also relay data packets. Similar to CPR,

non-critical nodes do not relay data packets. They transmit only if they are the source

nodes (the origin nodes). So, if a critical or gateway node receives a data packet for

forwarding, it checks for a route to the destination. If the route is available and valid,

then the node unicasts the data packet to the next hop. Otherwise, if the RTS is valid,
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then the node unicasts to the RTS. In all other cases, the node broadcasts. Note that

RTS is the node’s next hop in the route to the SDNC.

9.2 Communication Complexity

We now describe HCPR’s communication complexity (CC). Similar to the pre-

vious chapters, the CC is defined as the total bytes transmitted in the network during

its operation. Table 9.1 lists all the symbols used for expressing the CC. For this

analysis, we assume that each transmission has a successful delivery.

Table 9.1: Symbols

Category Symbol Meaning

Network

N Network Size

D Network Diameter

M Average Node Degree

B Data Packet Size

Ng Gateway Nodes

Nc Critical Nodes

Messages

Htd Topology Discovery Header Size

Hni Neighbor Information Header Size

Hru Route Update Header Size

Hci Cluster Information Header Size

Protocol
Rtd Topology Discovery Rate

K Cluster Diameter

Cluster

Cch Cluster Heads (i.e., Number of Clusters)

Cc Average Critical Nodes Per Cluster

Cs Average Cluster Size

As described in Section 9.1, HCPR uses four control messages, namely TD, NI,

RU, and CI. The communication complexity of each of them is explained in Table 9.2.

Equation 9.1 represents the combined control communication complexity of all of them,
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Table 9.2: Communication complexity of each message

Message Complexity Explanation

TD NHtd SDNC broadcasts a TD message of size Htd, and each
node rebroadcasts it.

NI (Hni + M)CchCcK Each critical node in each cluster sends the informa-
tion of its M neighbors in an NI message to its CH.
The cluster radius is K, so up to K nodes may for-
ward.

RU (Hru + Cs)CchC
2
c Each CH sends RU messages, one for each of its Cc

critical nodes. Each such message includes routes to
every node in the cluster (i.e., Cs routes), and it is a
network-wide broadcast so forwarded by Cc nodes.

CI (Hci + Cs)C
2
chK Each CH sends its cluster information (i.e., size Cs) in

a CI message. Each such message gets forwarded by
up to CchK nodes, i.e., by all clusters of radius K.

where Rtd is the topology discovery rate.

CCctrl hcpr ≤ Rtd(NHtd+(Hni+M)CchCcK+(Hru+Cs)CchC
2
c +(Hci+Cs)C

2
chK) (9.1)

For analyzing the Asymptotic Control Communication Complexity (ACCC),

we ignore the constants: Htd, Hni, Hru, and Hci. If the average node degree is d (i.e.,

M = d), then ACCC is O(N + dCchCcK + CsCchC
2
c + CsC

2
chK).

Note that the total number of critical nodes in all clusters will always be ≤ the

total number of critical nodes in a non-hierarchical approach like CPR. Thus,

CchCc ≤ Nc (9.2)

Also, the total number of nodes in all clusters is equal to the total number of

nodes in the network. Thus,

CchCs = N (9.3)
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Substituting Equations 9.2 and 9.3 in the ACCC of HCPR, we get O(N +

dNcK +NC2
c +NCchK), which essentially is O(dNcK +N(C2

c + CchK)). Thus,

CCctrl hcpr = O(dNcK +N(C2
c + CchK)) (9.4)

Similar to both PCC and CPR, HCPR is also a proactive protocol, so the

forwarding tables are periodically updated. Each critical node has a route to every

other node in the same cluster but may not have to nodes in other clusters. Assuming

nodes send data packets to destinations selected uniformly at random, the probability

of sending a packet to one in the same cluster is Cs/N .

Let plb be the probability of a link break between source and destination. We

note that the node broadcasts the data packet if the route becomes invalid due to link

break. If the destination is in the same cluster and the route between the source and

destination is not valid, then up to Nc + Ng nodes may forward; otherwise, up to

2K (cluster diameter) nodes may forward. Similarly, if the destination is outside the

cluster and the route is invalid, then up to Nc + Ng nodes may forward; otherwise, up

to D (network diameter) nodes may forward. Equation 9.5 shows the CC of sending a

packet.

CCdata hcpr = (1− plb)B
(Cs

N
2K +

(
1− Cs

N

)
D
)

+ plbB(Nc +Ng) (9.5)

Considering Rgen as the data packet generation rate, then the total communi-

cation complexity of HCPR is:

CChcpr = CCctrl hcpr +RgenCCdata hcpr (9.6)

We now analyze HCPR’s ACCC for dense and sparse networks. For dense

networks, the average node degree d is very high, and the network diameter D is

very small, so d = O(N) and D = O(1). Further, a node degree of O(N) results

in the selection of only a few critical nodes, hence Nc = O(1) and Cc = O(1). If the
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network diameter is very small, then K = O(1), and there will be only a few clusters, so

Cch = O(1). Substituting these values in the ACCC in Equation 9.4, we get O(N+N),

which is O(N).

For the sparse networks, the node degree is very small, so d = O(1), i.e., d is

constant as N increases. In such networks, the number of critical nodes have to grow

as O(N) no matter the protocol. Also, D will be O(N). Note that Cc ≤ Nc, K ≤ D,

and Cch ≤ Nc always. Substituting these values in the ACCC in Equation 9.4, we get

O(N3).

Table 9.3: Comparison of the asymptotic control communication complexities

PCC CPR HCPR

Generic O(dND + N2D) O(dNcD + NN2
c ) O(dNcK + N(C2

c + CchK))

Dense O(N2) O(N) O(N)

Sparse O(N3) O(N3) O(N3)

Table 9.3 shows a comparison of the asymptotic control communication com-

plexities of PCCP, CPR, and HCPR for generic, dense, and sparse networks. For the

dense and sparse networks, the complexities of CPR and HCPR are the same. For the

generic networks, the relative gain of HCPR’s complexity over CPR depends on the

value of K.

If K ≥ D, which makes HCPR equivalent to CPR, then Cch = 1, Cc = Nc,

and Cs = N . Substituting these values in the ACCC of HCPR, we get CCctrl hcpr ≈

CCctrl cpr. Further, Equation 9.5 becomes the same as Equation 8.3, i.e., CCdata cpr =

CCdata hcpr because Cs = N .

If K = 0, which makes each node a cluster in itself, then Cch = N , Cc = 1,

and Cs = 1. The CCctrl hcpr reduces significantly because complexities of NI and RU

become O(1). However, CCdata hcpr increases drastically because Cs = 1. So as per
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Equation 9.5, a node sends each data packet to a node in another cluster and up to N

nodes forward it.

A large value of K makes HCPR perform similar to CPR, whereas a small value

reduces the CC of control packets but significantly increases the CC of sending data

packets. Thus, K decides the trade-off between the two complexities. In the simulation

experiments described in Section 9.3, we have used K = 3.

9.3 Simulation Results

We now describe the simulation results of HCPR and compare them to those

of OLSR. Table 9.4 lists the simulation scenarios, which are similar to those used for

evaluating CPR. We have designed HCPR for large networks, so we evaluate it for

networks of size up to 250 nodes. Table 9.5 lists all of the simulation parameters.

Table 9.4: Simulation Scenarios

Network Scenario
Network

Size
(nodes)

Network
Density

(nodes/km2)

Data Packet
Interval
(seconds)

Node
Speed
(m/s)

Increasing Network Size [100, 250] 3.3 10 4

Decreasing Network Density 200 [5.5, 2.5] 10 4

Increasing Network Load 200 3.3 [10, 2] 4

Increasing Node Speed 200 3.3 10 [2, 10]

The simulation results are compared using the following three metrics: (1)

Packet Delivery Ratio (PDR), which is the ratio of the total data packets received and

transmitted, (2) Total Communication Load (TCL), which is the sum of the routing

overhead caused by the control packets and size of the data packets, and (3) Average

Delay (AD), which is an average end-to-end delay of the data packets. Each result

shown is an average of 10 runs.

Similar to the CPR results, we have compared HCPR’s results to those of OLSR

obtained using Hello intervals: 2, 4, and 6 seconds, and the plots show their results

as OLSR-2, OLSR-4, and OLSR-6, respectively. The recommended Hello interval in
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Table 9.5: Simulation Parameters

Parameter Value Parameter Value

Simulation Time 300 seconds Node Speed 4 m/s

Data Packet Size 200 Bytes Node Mobility Rand. Waypoint

Application Nodes Rand. Src. Dst. Trans. Power 12 dBm

Propagation Loss Friis Model MAC 802.11b

HCPR

TD Interval 30 secs NbrMaintenance Data pkt interval

OLSR

Hello Interval [2, 6] seconds TC Interval 5 seconds

the RFC [35] and ns3 is 2 seconds, but we include results for other intervals as well

because they have lower control overhead. A common trend observed in all simulation

results is that a larger Hello interval results in reducing the control overhead, but it

also reduces the PDR. The larger the interval, the lower is the overhead and the PDR.

Intuitively, a larger interval results in an infrequent selection of relay and out-of-sync

network topology, causing packet losses and a lower PDR.

We have shown the results of all the Hello intervals in plots, but for brevity,

numerical comparisons in the description are included only for OLSR-2.

9.3.1 Increasing Network Size
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Figure 9.7: Simulation results for scenario 1 (Increasing Network Size) where the net-
work size ranges from 100 to 250 nodes but the density remains constant.
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Figure 9.7 shows the results for the increasing network size scenario. The hierar-

chical routing allows HCPR to attain a better PDR than OLSR-2 for all network sizes

(shown in Figure 9.7(a)). If links break due to node mobility, HCPR still maintains a

high PDR by leveraging the CDS property of critical nodes. Note that gateway nodes

have links to the CHs, so they are also a part of the CDS and help forward data packets

for inter-cluster routing. Dividing the network into clusters and using cluster heads for

configuring intra-cluster routes significantly reduces the overhead because fewer nodes

forward the control message. Figure 9.7(b) shows HCPR having ∼2.7x better (lower)

TCL than OLSR-2. A lower TCL also allows HCPR to achieve a high PDR because the

interference and packet collisions reduce. Fewer control messages also keep AD low for

data packets because of fewer MAC layer back-offs and retransmissions. Figure 9.7(c)

shows HCPR having ∼2.4x better (lower) AD than OLSR-2.

9.3.2 Decreasing Network Density
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Figure 9.8: Simulation results for scenario 2 (Decreasing Network Density) where
network size is 100 nodes but density ranges from approximately 5.5 to
2.5 nodes/km2 (i.e., simulation area from 36 to 81 km2)

Figure 9.8 shows the results for the decreasing network density scenario. This

scenario evaluates the protocols on networks of size 200 nodes, having densities ranging

from 5.5 to 2.5 nodes/km2 (i.e., simulation area between 36 and 81 km2). HCPR gives

a better PDR than OLSR not only in dense networks but also in sparse networks (see

Figure 9.8(a)). Dense networks result in the formation of only a few clusters, so nodes
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send most data packets to destinations in the same cluster and attain a high PDR.

In sparse networks, the inter-cluster routing via the gateway nodes allows HCPR to

maintain a high PDR.

Figure 8.2(b) shows increasing TCL with decreasing density because the average

distance between the nodes increases so more nodes forward the packets (both control

and data). However, HCPR achieves up to ∼2.9x (in dense) and ∼2.6x (in sparse)

lower TCL than OLSR-2.

In dense networks, frequent transmission of the large-sized Hello packets results

in OLSR-2 having a higher AD for data packets (see Figure 9.8(c)) because nodes

experience several MAC layer back-offs. However, as the density decreases, the AD also

decreases. HCPR has a contrasting result, in which the decreasing density increases

the AD. In sparse networks, hierarchical routing increases the average number of hops

between the nodes, and that increases the AD.

9.3.3 Increasing Network Load
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Figure 9.9: Simulation results for scenario 3 (Increasing Network Load) where net-
work size is 200 but data packet interval ranges from 10 to 2 seconds.

Figure 9.9 shows the results for the increasing network load scenario. Fig-

ure 9.9(a) shows HCPR having almost the same PDR as OLSR-2 for low loads, but at

the maximum load (i.e., an interval of 2 secs) its PDR drops significantly. This drop

is the result of nodes transmitting several data packets as broadcast, increasing inter-

ference and packet collisions in the network. Figure 9.9(b) confirms that by showing
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a steeper increase in the HCPR’s TCL over OLSR-2. The increasing broadcast trans-

missions also increase HCPR’s AD. Figure 9.9(c) shows HCPR having a significantly

higher AD than OLSR-2. Thus, HCPR gives a better performance than OLSR-2 until

average network loads, but for high loads, its PDR starts dropping and TCL and AD

increase significantly.

9.3.4 Increasing Node Speed
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Figure 9.10: Simulation results for scenario 4 (Increasing Node Speed) where network
size is 200 but node speed ranges from 2 to 10 m/s.

Figure 9.10 shows the results for the increasing node speed scenario. Fig-

ure 9.10(a) shows PDR decreasing for all with increasing node speeds, but HCPR

maintaining a better or similar PDR than OLSR for all node speeds.

Figure 9.10(b) shows TCL increasing for all protocols with increasing node

speeds. A higher node speed has contrasting effects on HCPR and OLSR. The Ran-

dom Waypoint mobility model at high node speeds concentrates more nodes at the

center of the simulation area, causing them to be in closer proximity to each other. As

a result, HCPR selects fewer critical nodes, and all nodes in OLSR transmits larger-

sized Hello packets. In this experiment, both the network size and the network load

(traffic) remain the same, so increasing TCL with increasing node speed is a result

of an increasing size of Hello packets (in OLSR) and broadcast transmissions due to

frequent link breaks (in HCPR). A significant increase in OLSR-2’s AD is also a result

135



of the increasing size of Hello packets. HCPR has the same AD as OLSR-2 at node

speed 2 m/s but ∼2.7x lower for node speed 10 m/s (shown in Figure 9.10(c)).

9.4 Conclusions

In this chapter, we presented a hierarchical routing protocol called HCPR de-

signed for our SD-MANET architecture. It addresses scalability issues of the CPR

protocol discussed in Section 8.4 by forming clusters in the network. HCPR reduces

the communication overhead by allowing Cluster Heads to configure intra-cluster rout-

ing and identifying gateway nodes for inter-cluster forwardings.

We have discussed HCPR’s communication complexity and shown it to be equal

to CPR’s in dense and sparse networks, but for the generic case, the gain depends on

the cluster radius K. We evaluate HCPR on large-size networks for several scenarios

and show its improvement over OLSR – and hence, over CPR. HCPR’s better perfor-

mance than CPR is a result of its hierarchical routing scheme and lower communication

complexity, which keeps the interference to a minimum and reduces packet losses.
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Chapter 10

SUMMARY AND FUTURE DIRECTIONS

Software-Defined Networking (SDN) has brought about a paradigm shift in the

way networks are designed. Although proposed originally for wired and data center

networks, a large number of the wireless domains have adopted and benefited from the

SDN architecture.

We have identified several benefits and opportunities that the SDN architecture

can facilitate in Mobile Ad Hoc Networks (MANETs). However, using an SDN-based

architecture for managing MANETs has been challenging, mainly due to the dynamic

nature of the network topology. There have been several SDN-based architectures

proposed for MANETs in the past few years. However, most, if not all, of these

architectures are inadequate for infrastructure-less MANETs.

MANETs characterized by low rates and long ranges often have ultra-low ca-

pacities (i.e., network bandwidth). In most situations, the capacity is so low that

control packets used by the routing protocols themselves occupy a majority of the

available bandwidth and overwhelm the network. Thus, all existing routing protocols

are inadequate in such ultra-low capacity MANETs.

In this dissertation, we have presented an SDN-based architecture suitable for

infrastructure-less MANETs. We have designed several centralized routing protocols

for our proposed architecture. These protocols cater to the needs for reactive, proactive,

and hierarchical routing strategies needed in MANET. We have also designed two zero-

control-packet routing protocols for addressing the challenges of ultra-low capacity

MANETs.

We first summarize the work presented in this dissertation and highlight our

contributions. Later, we suggest directions for future research. In the end, we give a
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brief overview of other research projects conducted by us that are not a part of this

dissertation but have led to publications.

10.1 Summary

We have designed an architecture [45, 85] for Software-Defined Mobile Ad Hoc

Network (SD-MANET) that has none of the following constraints: (1) infrastructure

for hosting the SDNC, (2) single-hop (direct) out-of-band control communication links

between the SDNC and each node, (3) location services for tracking the position of

nodes and learning the network topology, or (4) preexisting IP connectivity for control

communication. Because our SD-MANET architecture is not limited by the above

constraints, it is suitable for infrastructure-less networks having low-capacity links and

susceptibility to high interference, collisions, and packet losses.

We have recognized three functions necessary for managing the network from a

centralized location, i.e., the SDN Controller (SDNC). These functions are (1) learning

route to SDNC, (2) learning network topology, and (3) sending network routes.

Using the above three SD-MANET functions, we have designed a proactive

routing protocol called PCC. We have shown that the PCC protocol attains a better

delivery ratio and a lower communication overhead than both DSDV and OLSR routing

protocols for networks of size up to 50 nodes.

For MANETs characterized by ultra-low capacities, we have proposed an archi-

tecture [98] and designed two zero-control-packet protocols: ECHO [47] and VINE [48].

These protocols do not use any control packets whatsoever. Instead, they include some

additional information in the data packet header that sets the states in the nodes for

forwarding data packets. The additional information remains constant in size and

does not scale with network size or density. Moreover, having this information in the

data packet header also prevents per-packet MAC- and PHY-layer header and MAC

contention penalties.

We have designed the ECHO protocol to perform efficient network-wide broad-

casts. We select nodes in the network (called critical nodes) that form a Connected
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Dominating Set (CDS) of the network graph. We have formally proved that transmis-

sions of the selected critical nodes are sufficient for a source-independent network-wide

broadcast. Unlike some of the other network-wide broadcasting schemes, ECHO is de-

terministic, source-independent, mobility-accommodating, and balancing the battery

consumption across nodes. We have shown using simulations that ECHO significantly

outperforms both Flooding and Multi-Point Relay (MPR) [94] with up to 20% im-

provement in the packet delivery ratio and up to 4x less communication load. We

have also shown that for dense networks, the asymptotic communication complexity of

ECHO is O(N) lower than that of Flooding and MPR.

We have designed the VINE protocol using a gradient-based routing scheme

that delivers a packet to the destination specified in the header. VINE delivers packets

reliably using features such as Implicit Acknowledgments and End-to-End Acknowledg-

ments. We have shown using simulations that VINE significantly outperforms AODV

by providing up to 2.5x higher delivery ratio and up to 1.2x less communication load.

We have optimized the SD-MANET functions by employing some of the fea-

tures of the ECHO and VINE protocols. In particular, we select critical nodes using

the ECHO protocol and allow the SDNC to learn the network topology using the

neighborhood information of only these critical nodes. Further, the SDNC efficiently

disseminates the routing information using critical nodes as network-wide broadcasts.

We have also used the Implicit Acknowledgment feature of the VINE protocol for im-

proving the per-hop reliability of control messages. The use of critical nodes for learning

network topology and disseminating routing information reduces the communication

overhead. The use of Implicit Acknowledgment for sending control messages allows the

SDNC to learn the network topology reliably.

Using these optimized SD-MANET features, we have designed three centralized

routing protocols: CORR, CPR, and HCPR.

We have designed CORR to be a reactive protocol, in which nodes send messages

for requesting routes from the SDNC. On receiving a request, the SDNC opportunis-

tically updates routes in all critical nodes, making them the network backbone for
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forwarding data packets. We have shown using simulations that CORR outperforms

AODV by providing up to 10% better packet delivery ratio, 1.5x less communication

load, and 3x less delay.

The CPR protocol is designed to be proactive. The SDNC periodically updates

routing information in all nodes in the network. We have proved using theoretical

analysis that CPR has O(N) lower communication complexity than PCC in dense

networks. We have also shown using simulations that CPR provides the same or

better delivery ratio than OLSR but causes up to 2.4x less communication load and

up to 1.4x lower delay for networks of size 100 nodes, making CPR a better (scalable)

protocol than PCC.

We have improved the scalability of CPR further by designing a hierarchical

protocol called HCPR. The HCPR protocol builds clusters in the network and config-

ures inter- and intra-cluster routing. We have shown using theoretical analysis that

HCPR’s communication complexity gain over CPR depends on the value of cluster

radius (K). We have shown using simulations that HCPR provides better or same de-

livery ratio than OSLR but causes up to 2.7x lower communication load and up to 2.4x

lower delay for networks of size up to 250 nodes.

All the above features improve the control communication in SD-MANET rout-

ing protocols by either reducing communication load or improving reliability. But the

feature that gives an edge to our protocols over most traditional routing protocols is

the way nodes forward data packets. The intrinsic dynamic nature of MANETs con-

tinues to cause link breaks, invalidate the configured routes, and disrupt the ongoing

communication. Traditional routing protocols use different schemes for detecting link

breaks and then updating routes in the affected nodes. However, during this route

update process, nodes either drop the data packets or buffer them, resulting in either

low delivery ratio or high delay. By contrast, when a link breaks, instead of dropping

or buffering, our routing protocols broadcast the data packets. Thus, in our routing

protocols, the data packet forwarding is a combination of unicast and broadcast. Nodes
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leverage the CDS property of critical nodes for delivering data packets to their destina-

tions. Although this feature increases the data communication load for the broadcasted

packets, it results in reducing the control communication load, attaining a high packet

delivery ratio, and lowering the delay. Further, the SDNC being a part of the CDS

identifies the broadcast transmission and opportunistically updates routes in nodes,

reducing the need for broadcasting subsequent data packets.

Below we summarize all the contributions of this dissertation.

1. Most existing SDN-based architectures for MANETs are for infrastructure-based
networks, but we have designed an SD-MANET architecture that is suitable
for infrastructure-less MANETs. We have designed several centralized routing
protocols that are suitable for our SD-MANET architecture.

2. We have presented theoretical analyses for all our routing protocols. We have also
evaluated them in an enhanced ns-3 simulation framework and conducted detailed
performance evaluation studies. We have designed a wide range of scenarios
for our evaluation studies, taking into consideration the network size, network
density, node mobility, and traffic load, and compared the results to those of
the state-of-the-art MANET routing protocols. Our centralized routing protocols
break the dogma that the centralized approaches are inappropriate and unscalable
for MANETs. We have shown that not only our centralized routing protocols are
competitive in performance to the state-of-the-art decentralized routing protocols
but also better than them in most scenarios.

3. We have designed our architecture and routing protocols to be generic enough
to apply to any centralized architecture for mesh, sensor, ad hoc, vehicular, and
IoT networks.

4. Our zero-control-packet routing protocols presented a radical departure from the
prevalent thinking that routing requires collecting topology information via con-
trol packets. We prove the significance of these protocols not only through sim-
ulations but also through their deployment in the goTenna Pro mesh devices [4].
These devices are being successfully used in fighting forest fires, the aftermath of
hurricanes, and military operations [19].

10.2 Future Work

This section presents several future research directions for extending our work

on SD-MANET.

141



SDNC Failure

Every centralized architecture is vulnerable to a single point of failure in the

system. Our SD-MANET architecture is no different. If the SDNC fails, then all nodes

will stop receiving route updates, making the network incapable of functioning. The

SDN-based wired networks address this issue by deploying the SDNC on a cluster, but

such solutions may not be practicable for MANETs.

A multi-SDNC architecture can overcome the single point of failure but would

need communication between the SDNCs for state sharing and decision-making. An-

other approach could be to design an SDNC election algorithm. In situations where

nodes fail to receive any communication from the SDNC, they can initiate an election

procedure for electing a new SDNC. This approach could also address our assumption

of having a preselected SDNC in the network. On network startup, an election algo-

rithm can identify and select one of the mobile nodes to become the SDNC. Further,

in situations where node mobility results in isolating nodes and making the network

disconnected, the isolated nodes can elect an SDNC and form another network. In

addition to the splitting scenarios, the election algorithms also need to address the

merging scenarios, in which disconnected networks merge over time.

Link Prediction

The SDNC learns the network topology using the local connectivity information

of each node. Despite using reliability schemes, a few control packets may fail to reach

the SDNC. As a result, the SDNC may not know the local connectivity information of

a few nodes, and hence, may not know the complete topology and fail to select optimal

routes. To remedy this, the SDNC can employ link prediction techniques [124, 78] and

include high probability links in the topology before selecting the routes. Over the

years, there have been several heuristics proposed for predicting missing links in net-

work graphs. They are (1) Common Neighbors (CN) [120], (2) Preferential Attachment

(PA) [27], (3) Adamic-Adar (AA) [20], and (4) Resource Allocation (RA) [126]. The
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SDNC can employ either of them and use a non-deterministic network topology for se-

lecting routes, and possibly reduce the rate of collecting the connectivity information,

and hence, the network load.

Dynamic Adjustment of Routing Parameter Values

Every routing protocol uses parameters, such as Hello intervals and expiration

time, and preconfigures their value based on the network characteristics. Typically,

changing these values would require reconfiguring the nodes offline. A centralized

network architecture presents the ability to use centralized algorithms for determining

the optimal values based on the network’s global view and configuring them via control

messages. Dynamically updating the parameter values can help to improve the network

performance by reducing the overhead, increasing the delivery ratio, or both.

Multiple Radios

Nodes provisioned with multiple radios can configure them on different fre-

quencies or use a different RF technology for each of them. Our architecture could

be extended to use separate radios for control and data communications, preventing

one from interfering with the other. However, the RF technology used in the radio

essentially determines the transmission range (i.e., the connectivity), and hence, the

network topology. Using different RF technologies may result in SDNC learning and

maintaining two different topologies and configures routes in both of them.

Cognitive Radios

Cognitive radios are best suited for centralized architectures because the SDNC

can run one of the several topology control algorithms [104] proposed over the years

for determining the transmission powers. These algorithms can use the SDNC’s global

network view and the available transmission power options for selecting the optimal

value for the current situation and try solving the near-far problem. [86]. However,

such solutions may require relaxing requirements such as multi-hop communication

between the SDNC and the nodes.
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10.3 Other Research Projects

Besides the work on SD-MANET, some of our other research projects that have

resulted in publications are (1) a comprehensive literature survey on fault detection and

localization techniques for computer networks [50], (2) techniques for generating probes

for monitoring and diagnosing faults in large-scale networks [51], and (3) improving

network utilization of Docker containers [52, 62].

The literature survey [50] has fault localization techniques classified, based on

their applicability and key design principles, into five categories: (1) active monitoring

techniques, (2) techniques for overlay and virtual networks, (3) decentralized proba-

bilistic management techniques, (4) temporal correlation techniques, and (5) learning

techniques.

The probe generation techniques [51] use several heuristics and network parti-

tioning strategies for identifying candidate probes that result in the selection of efficient

target probes for monitoring and diagnosing faults in large networks.

Docker’s best-effort networking and other resources, such as I/O and CPU, were

enhanced to include QoS functionalities [52, 62]. Priorities were assigned to containers

using queuing disciplines for shaping the ingress and egress traffic.
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Ladislau Bölöni, and Damla Turgut. Routing protocols in ad hoc networks: A
survey. Computer Networks, 55(13):3032–3080, 2011.
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Appendix

SD-MANET CONTROL MESSAGE DESIGN

In this Appendix, we describe the design of the control messages used by all

our SD-MANET routing protocols. We have used the RFC 5444 specifications [36] for

designing the messages. We first summarize these specifications and then explain the

message designs of SD-MANET routing protocols.

A.1 RFC5 444 Specifications

RFC 5444 specifies the syntax for designing messages for exchanging informa-

tion between the nodes of a mobile ad hoc network. A message structure has four

entities: Packet, Message, Address Block, and TLV. We describe them in the following

subsections.

A.1.1 Packet

Packet is the top-level entity that includes Packet Header and zero or more

Messages. Figure A.1 shows its format.

0 31

Packet Header

Message*

Figure A.1: Packet Format

Figure A.2 shows the format of Packet Header. It is of variable size and includes

the following fields:

• Version: A 4-bit unsigned integer to specify the design version.
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Figure A.2: Packet Header Format

• Flags: A 4-bit field to specify the interpretation of the remaining part of Packet
Header.

– phasseqnum: If Packet Sequence Number is omitted, then 0, else 1.

– phastlv: If Packet TLV Block is omitted, then 0, else 1.

– Reserved: Flags 2 and 3 are reserved.

• Packet Sequence Number: An optional 16-bit unsigned integer.

• Packet TLV Block: An optional TLV block. Section A.1.4 describes the struc-
ture of TLV Block.

A.1.2 Messages

Message includes Message Header and Message Body. Figure A.3 shows its

format.
0 31

Message Header

Message Body

Figure A.3: Message Format
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Figure A.4: Message Header Format

A.1.2.1 Message Header

Figure A.4 shows the format of Message Header. It is of variable size and has

the following fields:

• Message Type: A 8-bit unsigned integer to specify the message type.

• Flags: A 4-bit field to specify the interpretation of the remaining part of Message
Header.

– mhasorig: If Message Originator Address is omitted, then 0, else 1.

– mhashoplimit: If Hop Limit is omitted, then 0, else 1.

– mhashopcount: If Hop Count is omitted, then 0, else 1.

– mhasseqnum: If Message Sequence Number is omitted, then 0, else 1.

• Address Length: A 4-bit unsigned integer to specify the address size. The
value is 3 for IPv4 and is 15 for IPv6.

• Message Size: A 16-bit unsigned integer to specify the message size, including
the size of Message Header.

• Message Originator Address: An optional field of size Address Length bytes
to specify the message originator.

• Hop Limit: An optional 8-bit field to specify the hop limit for the message.

• Hop Count: An optional 8-bit field to specify the number of hops traveled.

• Message Sequence Number: An optional 16-bit field to specify the message
sequence number.
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A.1.2.2 Message Body

Message Body is of variable size and includes Message TLV Block and zero or

more Address Block and Address Block TLV Block pairs. Figure A.5 shows its format.

0 31

Message TLV Block

Address Block

Address Block TLV Block

...

Address Block

Address Block TLV Block


Optional

Figure A.5: Message Body Format

Message TLV Block includes the message attribute information in a TLV format.

Address Block includes a list of addresses/ address prefixes. Address Block is followed

by Address Block TLV Block, which includes attributes specific to the addresses in the

corresponding Address Block. Sections A.1.3 and A.1.4 describe Address Block and

TLV Block, respectively.

A.1.3 Address Blocks

Address Block includes a list of addresses. The address can be a host address or

a subnet address (i.e., address prefix). A field called prefix length determines whether

the list contains addresses or address prefixes. The Address Length field in Message

Header determines its size.

An address is specified in the Head:Mid:Tail format. There is no semantics

associated with Head, Mid, or Tail. The representation allows aggregating addresses

with a common prefix. Address Block contains an ordered set of addresses sharing the

same Head and the same Tail, but individual Mids. Independently, Head and Tail may
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be empty, allowing for representation of addresses that do not have common Heads or

Tails.

Address Block can specify a single prefix length for all addresses or an individual

prefix length for each address.
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Figure A.6: Address Block Format

Figure A.6 shows the Address Block format. It has the following fields:

• Number of Addresses: An 8-bit unsigned integer to specify the number of
addresses included in Address Block.

• Flags: An 8-bit field to specify the interpretation of the remaining part of Ad-
dress Block.

– ahashead: If Head Length and Head are omitted, then 0, else 1.

– ahasfulltail and ahaszerotail: Interpretation according to Table A.1

– ahassingleprelen and ahasmultiprelen: Interpretation according to Ta-
ble A.2

– Reserved: Flags 5-7 are reserved.

• Head Length: An optional 8-bit unsigned integer to specify the number of bytes
in Head of all addresses in Address Block, i.e., each Head field is Head Length
bytes long.
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Table A.1: Interpretations of the ahasfulltail and ahaszerotail flags

ahasfulltail ahaszerotail Tail Length Tail

0 0 not included not included

1 0 included included unless Tail Length is zero

0 1 included not included

Table A.2: Interpretations of the ahassingleprelen and ahasmultiprelen flags

ahassingleprelen ahasmultiprelen Number of Prefix
Length fields

Prefix length of the
nth address prefix
in bits

0 0 0 8 * Address Length

1 0 1 Prefix Length

0 1 Number of Addresses nth Prefix Length

• Head:An optional field, omitted if Head Length is 0; otherwise, it has Head
Length leftmost bytes common to all addresses in Address Block.

• Tail Length: An optional 8-bit unsigned integer to specify the number of bytes
in Tail of all addresses in Address Block, i.e., each Tail field is Tail Length bytes
long.

• Tail: An optional field, omitted if Tail Length is 0, or if the ahaszerotail flag is
1; otherwise, it is a field of Tail Length rightmost bytes common to all addresses
in Address Block. If the ahaszerotail flag is 1, then Tail Length rightmost bytes
of all addresses in Address Block is 0.

• Mid: An optional field, omitted if Mid Length (Address Length - Head Length
- Tail Length) is 0; otherwise, each Mid is of Mid Length bytes, representing
Mid of the corresponding address in Address Block. When not omitted, Address
Block contains exactly Number of Addresses × Mid Length fields.

• Prefix Length: An optional 8-bit unsigned integer to specify the length in bits of
an address prefix. If the ahassingleprelen flag is 1, then a single Prefix Length
field is included that contains the prefix length of all addresses in Address Block.
If the ahasmultiprelen flag is 1, then Number of Address × Prefix Length
fields are included, each of which contains the prefix length of the corresponding
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address prefix in Address Block. If Prefix Length value is not present, then each
address can be considered to have a prefix length of 8 × Address Length bits.

A.1.4 TLV and TLV Block
0 15 31

TLV Length

TLV

...

TLV

Figure A.7: TLV Block Format

TLV allows associating an arbitrary attribute to Packet, or Message, or with a

single address or a contiguous set of addresses in Address Block. Several TLVs can

be grouped in a TLV Blocks, with all TLVs within TLV Block associating attributes

with either Packet (for TLV Block in Packet Header), Message (for TLV Block immedi-

ately following Message Header), or to addresses in the immediately preceding Address

Block. Individual TLVs in TLV Block immediately following Address Block associate

attributes to either a single address, a range of addresses, or all addresses in Address

Block. When associating an attribute to more than one address, TLV includes one

value for all addresses or one per address.

Figure A.7 shows the TLV Block format, in which TLV Length is a 16-bit

unsigned integer, specifying the size in bytes of TLV Block, excluding the size of the

TLV Length field.

Figure A.8 shows the TLV format and has the following fields:

• Type: An 8-bit unsigned integer to specify the TLV type.

• Flags: An 8-bit field to specify the interpretation of the remaining part of TLV.

– thastypeext: If Type Extension is omitted, then 0, else 1.
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Figure A.8: TLV Format

Table A.3: Interpretations of the thassingleindex and thasmultiindex flags

thassingleindex thasmultiindex Index Start Index Stop

0 0 not included not included

1 0 included not included

0 1 included included

Table A.4: Interpretations of the thasvalue and thasextlen flags

thasvalue thasextlen Length Value

0 0 not included not included

1 0 8 bits included unless Length is zero

0 1 16 bits included unless length is zero

– thassingleindex and thasmultiindex: Interpretation according to Table
A.3.

– thasvalue and thasextlen: Interpretation according to Table A.4.

– tismultivalue: If TLV includes only a single value, then 1, else 1. This flag
is 0 for Packet TLVs and Message TLVs.

– Reserved: Flags 6 and 7 are reserved.
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Table A.5: Interpretations of the thassingleindex and thasmultiindex flags

thassingleindex thasmultiindex Index Start Index Stop

0 0 0 For Address Block TLVs,
Number of Addresses - 1,
otherwise 0

1 0 Index Start Index Start

0 1 Index Start Index Stop

• Type Extension: An optional 8-bit unsigned integer to specify the TLV TYPE
extensions.

• Index Start and Index Stop: An optional 8-bit unsigned integer to specify
indexes in Address Block TLV. The values interpreted according to Table A.5.

• Length: An 8-bit or 16-bit unsigned integer to specify the length in bytes of the
Value field in the TLV format.

Some variables used in the calculation of the Value field are:

1. Number of Values: According to Table A.5, this variable is determined as
Index Stop - Index Start + 1.

2. Single Length: If the tismultivalue flag is 0, then this variable is determined
by Length, else by Length ÷ Number of Values.

• Value: In Address Block TLV, the Value field is associated with the addresses
from positions Index Start to Index Stop, inclusive. If the tismultivalue flag
is 0, then the entire field is associated with all addresses. If the tismultivalue
flag is 1, then this field is divided equally into Number of Values, each of length
Single Length bytes, and associated in order with the addresses.

A.2 SD-MANET Control Messages

We now show the designs of the SD-MANET control messages based on the

specifications described in Section A.1. We have used six different control messages in

our SD-MANET routing protocols. Table A.6 lists these messages and the protocols

using them.

Figure A.9 shows the common Packet Header used in all control messages. Our

routing protocols have no requirements for Packet Sequence Number and Packet TLV
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Block, so we do not include fields for them in the Packet Header and clear the corre-

sponding flags: phasseqnum and phastlv.

Table A.6: Mapping between the SD-MANET control messages and the protocols

Control Message PCC CORR CPR HCPR

Topology Discovery (TD) Y Y Y Y

Neighbor Information (NI) Y Y Y Y

Route Request (RR) Y

Route Update (RU) Y Y Y Y

Route Update Acknowledgment (RUA) Y

Cluster Information (CI) Y
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d

0 7

Version 0 0

Figure A.9: Packet Header

Figure A.10 shows a generic message with all possible fields in the Message

Header and the Message Body. We use this generic message for designing all six

control messages.

A.2.1 Topology Discovery (TD)

The SDNC floods the TD message in the network, so there is no requirement for

the fields for Originator Address and Hop Count. Figure A.11 shows the TD Message

Header.

The TD message includes the previous sender information in the Message TLV

Block (shown in Figure A.12). The TD has no Address Block and Address Block TLV

Block pairs in the Message Body.
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Figure A.10: Message Format
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Figure A.11: TD Message Header

0 15 31

TLV Length = 1

TLV Type: Previous Sender IP Address

Figure A.12: TD Message TLV Block

We note that all protocols do not use all the fields of the TD message. Table A.7

shows the fields used in each of the routing protocols. All protocols need a field for

Message Sequence Number for identifying duplicate TD messages. The CORR, CPR,

and HCPR protocols select critical nodes, so they need a field for Previous Sender.

The HCPR protocol builds clusters using the Hop Limit field.
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Table A.7: Topology Discovery (TD) Message Fields

TD Fields PCC CORR CPR HCPR

Message Sequence Number Y Y Y Y

Previous Sender Y Y Y

Hop Limit Y

A.2.2 Neighbor Information (NI)

All nodes use the NI messages for sending their neighbor information, so is no

need for including the fields for Hop Count and Hop Limit. Figure A.13 shows the NI

Message Header. The NI Message TLV Block includes the information for the next

hop, as shown in Figure A.14.

0 7 8 9 10 11 15 23 31

NI 1 0 0 1
Address
Length

Message Size

Originator Address

Message Sequence Number

Figure A.13: NI Message Header

0 15 31

TLV Length = 1

TLV Type: Next Hop IP Address

Figure A.14: NI Message TLV Block

The node includes the IP addresses of its neighbor nodes in the Address Block,

as shown in Figures A.15.
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Neighbor IP Addresses
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Address Block

Figure A.15: NI Address Block

A.2.3 Route Request (RR)

Only the CORR protocol uses the RR message for requesting routes from the

SDNC. Figure A.16 shows the RR Message Header. It does not have fields for Hop

Count and Hop Limit. Similar to the NI message, the next hop information is included

in the Message TLV Block, as shown in Figure A.17.

0 7 8 9 10 11 15 23 31

NI 1 0 0 1
Address
Length

Message Size

Originator Address

Message Sequence Number

Figure A.16: RR Message Header

0 15 31

TLV Length = 1

TLV Type: Next Hop IP Address

Figure A.17: RR Message TLV Block

A node can request for routes to several destinations. It includes all these

destinations in the Address Block, as shown in Figure A.18.

A.2.4 Route Update (RU)

The SDNC uses the RU messages for sending the routing information, so the

fields for Originator Address and Hop Count are not needed. Figure A.19 shows the

RU Message Header.
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Figure A.18: RR Address Block
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RU 0 0 0 1
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Figure A.19: RU Message Header

The PCC protocol includes the path in the RU message itself. Since the path

is a message attribute, the SDNC includes it in the Message TLV Block. Figure A.20

shows the Message TLV Block.

0 15 31

TLV Length = 1

TLV Type: Message Path

Figure A.20: RU Message Block TLV

The SDNC includes the routing information in the Address Block and Address

Block TLV Block pairs.

Consider a scenario in which the SDNC wants to send the routing information

shown in Figure A.8. There could be several approaches for encapsulating this informa-

tion in the Address Block and Address Block TLV Block pairs. One way is to include

each destination IP in a separate Address Block and the next hop in its corresponding

Address Block TLV Block. So the RU message will have three pairs of Address Block

and Address Block TLV Block, as shown in Figure A.21.

Another option is to aggregate the IP addresses having the same next-hop ad-

dress and include them in a single Address Block and the next-hop IP in the Address

Block TLV Block, as shown in Figure A.22.
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Table A.8: Routing Information

Destination IP Next Hop IP

10.0.0.2 10.0.0.9

10.0.0.3 10.0.0.9

10.0.0.4 10.0.0.7

0 31

10.0.0.2
}

Address Block

TLV Length = 1

TLV Type: Next Hop (10.0.0.9)

Address Block

TLV Block
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}

Address Block

TLV Length = 1

TLV Type: Next Hop (10.0.0.9)

Address Block

TLV Block

10.0.0.4
}

Address Block

TLV Length = 1

TLV Type: Next Hop (10.0.0.7)

Address Block

TLV Block

Figure A.21: Each route sent individually.

The third option is to include all destination IP addresses in a single Address

Block and all the next-hop IP addresses in its corresponding Address Block TLV Block

with a TLV for each next hop, as shown in Figure A.23. The index feature of TLV

identifies the mapping between the next-hop IP addresses in the Address Block TLV

Block to the destinations in the Address Block.

The SDNC enables flow-based forwarding by sending the routing information

in a way that allows nodes to forward data packets based not only on the desti-

nation IP address but also fields like IP protocol, TCP/UDP port numbers, and

source/destination IP addresses.

Consider a scenario in which the SDNC wants to send the routing information
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Figure A.22: Destination IP addresses with the same next hop IP address are in-
cluded in the same address block.
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Figure A.23: All destination IP addresses are include in the same address block.

Table A.9: Routing Information

Destination IP Next Hop IP IP Proto

10.0.0.2 10.0.0.9 6

10.0.0.2 10.0.0.8 17

shown in Table A.9. The SDNC requires the node to forward the TCP traffic (i.e., IP

Proto 6) to the node with IP 10.0.0.9 and the UDP traffic (i.e., IP proto 17) to the
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Figure A.24: Routes to forward packets based on multiple fields.

node with IP 10.0.0.8.

The SDNC sends the routing information as shown in Figure A.24. The Address

Block TVL Block includes TLVs for both the IP Proto and the next-hop IP address.

The node receiving this message installs the rules as shown in Table A.10. It sets the

fields which are not in the RU message as wildcards, i.e., do not use these fields to

match the packets.

Table A.10: Flow Table

Match Fields Actions

Destination IP IP Proto

10.0.0.2 6 Forward to 10.0.0.9

10.0.0.2 17 Forward to 10.0.0.8

We note that all protocols do not use all fields of the RU message. Table A.11

shows fields used by each protocol.
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Table A.11: Route Update (RU) Message Fields

TD Fields PCC CORR CPR HCPR

Message Sequence Number Y Y Y Y

Message Limit Y

Message Path Y

Address Block Y Y Y Y

Address Block TLV Block Y Y Y Y

A.2.5 Route Update Acknowledgment (RUA)

The RUA messages acknowledge the received RU messages and do not need fields

for Hop Count and Hop Limit. Figure A.25 the RUA Message Header. The next-hop

information is included in the RUA Message TLV Block, as shown in Figure A.26. The

RUA message does not have Address Block and Address Block TLV Block pairs.
0 7 8 9 10 11 15 23 31

RUA 1 0 0 1
Address
Length

Message Size

Originator Address

Message Sequence Number

Figure A.25: RUA Message Header

0 15 31

TLV Length = 1

TLV Type: Next Hop Value: IP Address

Figure A.26: RUA Message TLV Block

A.2.6 Cluster Information (CI)

In the HCPR protocol, the cluster heads use the CI messages for disseminating

their cluster information. The CI Message Header includes fields for Message Sequence
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Number and Originator Address, as shown in Figure A.27.
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Figure A.27: CI Message Header
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Figure A.28: CI Message TLV Block
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Figure A.29: CI Address Block And Address Block TLV Block Pairs

Similar to the RUA message, the next-hop information is included in the CI

Message TLV Block, as shown in Figure A.28. Figure A.29 shows the format in which

the cluster information is included in the Address Block and Address Block TLV BLock

pairs. The node address is in the TLV Block, and the neighbor addresses are in the

Address Block.
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