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ABSTRACT

There has been lot of research in the area of information retrieval on differ-

ent aspects of search such as personalization, diversity, evaluation measures etc. In

this thesis, we hypothesize that personalization and diversification can coincidently

exist with each other. We propose two novel approaches, one for personalization by

incorporating feedback from query logs of similar users by extending the state art of

personalization method, other for subtopic retrieval using N-grams as document rep-

resentatives for diversity.

There is a general consensus among researchers that personalization and diversity are

opposed to each other since personalization advocates for information based on user

interests while diversity support the maximum information gain for a given query by

selecting documents which incorporate all perspectives of query. Our model aims to

provide the users with maximum diverse information with consideration of user inter-

ests. For example, for a given a query “RSS” which has numerous meanings such as

Rich Site Summary, Rashtriya Swayamsevak Sangh, Remote Sensing Service etc., the

proposed system output should accommodate not only different aspects of the query

in the output results, but also consider user interests. Given the above mentioned

query, for users interested in politics, documents with the Rashtriya Swayamsevak

Sangh aspect should be ranked higher compared to documents related to the technical

perspective, i.e., Rich Site Summary.

ix



Chapter 1

INTRODUCTION

1.1 Introduction to IR Systems

An Information Retrieval system can be defined as a system for finding relevant

information from a large unstructured textual collection based on user needs. The

term unstructured refers to documents which are not well-defined syntactically, have

data with a given semantics. IR plays an important role for human beings in different

aspects of search like web search on World Wide Web (WWW) and product search

on commercial web sites such as Amazon, Best Buy, eBay etc. It is a multifaceted

area of research with sub-areas such as personalization, diversity, index optimization,

handling big data, machine learning approaches in retrieval and evaluation measures.

The multifaceted fact can be measured from the fact that in the mentioned application

areas, the underlying retrieval models and information needs are different. In web

search, the users are searching from a collection created by crawling billions of web

pages. The considerations of search models on the web are such things as document

links with each other, queries being navigational, informational or transactional etc.

while different factors are important in case of product search such as cost of product,

reviews of product, novelty of product etc.

Information retrieval has been an area of research for scientists since 1951. In

earlier stages, most of the information retrieval systems were based on library col-

lections, scientific journals etc. There has been significant change in the approach for

retrieving information since that time. With the advent of web search engines which al-

low users to search on the web, lots of companies have invested in this field. Some of the

commercial search engines currently used include Google, Yahoo and Bing etc. Com-

mercial term in the above statement doesn’t mean that these systems charge money
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from people to search on web, but they do make revenue by showing advertisements

with the search results.

1.2 History

The term “Information Retrieval” was coined by Calvin Mooers in about 1950,

when he was writing his master thesis at MIT. According to Mooers, “Information

Retrieval is the name for the process or method whereby a prospective user of infor-

mation is able to convert his need for information into an actual list of citations to

documents in storage containing information useful to him”. In the earlier stages, in-

formation retrieval was restricted to academia search for papers, journals and other

articles. The evolution of information systems started from manual systems; later on,

when the computational capabilities increased, IR systems evolved into complex com-

putation systems. With the advent of modern computationally powerful machines, the

mentioned systems are able to deal with terabytes of data in a very short span of time.

For example, TREC 1.5, Terabyte Track brought forth the challenge of handling Ter-

abyte data, which demanded researchers to built frameworks for handling such large

datasets. Hadoop is an example of such a framework that allows distributed process-

ing of large data sets across clusters of computers using simple programming models.

Other frameworks which are built on hadoop are Pig and Hive.

1.3 Retrieval Models in IR

Retrieval models can be categorized as boolean, vector space or probabilistic.

In a boolean model, queries are formulated as a boolean combination of terms. For

example, a query (t1 and t2) or t3 can be satisfied by a document D1 if and only if the

document contains either all terms t1, t2 and t3 or terms t1 and t2 or the term t3. The

main limitation with this approach is that documents cannot be ranked by relevance.

In the vector space approach, each term of document is assigned a numerical weight

estimating the term usefulness. The numerical weight of a term can be calculated in

two ways as term frequency (tf) in a document or term frequency-inverse document
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frequency (tf − idf) in whole corpus. The tf factor calculates term weight locally for

a document, while idf accounts for the term representation in whole corpus. So, each

document is represented as a vector containing weight of terms. The score between

a document D1 and query q is calculated by measuring the similarity between query

vector and document vector. This similarity measure is also called as cosine similarity

measure. The probabilistic based approach makes use of formal probability theory

and statistics to arrive at the estimates of probability of relevance for ranking the

documents. In a probabilistic method (language model), for a given document D

and query q, the conditional probability P (D|q) estimates the relevance of D to a

given query q. Indri, an open source retrieval tool implemented in C is based on

probability based methods of retrieval, while Lucene, another open source retrieval

tool implemented in java is based on vector space retrieval model.

1.4 Recent Trends

Now a days, with lots of options at hand for end users, search engines attempt to

incorporate many useful factors such as users query logs, click information from users,

incorporating diversity information etc. Not only do they employ user information

but they also track world events. For instance, the query “US Open” in the month of

September could possibly mean tennis while the same query at a different time could

suggest golf. Also, with the growth in the area of machine learning, researchers[26]

have suggested ranking the documents by learning from different parameters such as

term frequency, scores from different retrieval models etc.

1.5 Text Retrieval Conference

TREC (Text REtrieval Conference) is a conference co-sponsored by the Na-

tional Institute of Standards and Technology (NIST) and the U.S. Department of

Defense started in 1992. As per NIST, its main goal is to enable researchers by pro-

viding infrastructure and different retrieval tasks such as diversity, twitter search, tem-

poral summarization etc. Also, it helps to increase communication among industry,
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academia, and government by creating an open forum for the exchange of research

ideas.
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Chapter 2

SYSTEM ARCHITECTURE

In this chapter, we discuss the architecture of an information retrieval system

and its components.

2.1 Introduction

Architecture of an elementary information retrieval system as shown in Figure

2.1, may consist of four components. Details of each component are as below:

• Corpus: Corpus is a collection of documents. A document contains information

in a format like XML, HTML etc. The corpus size may vary from a few documents

to billions of documents (in web search). Each document in the corpus has a

unique identification number which is returned by the retrieval model.

• Index: Queries contain terms. So, in order to get the document list which

contain the query terms, we need indexes. Index represents the mapping of a

term t to documents (which contains term t). It is created with the help of

Indexer (a program written in any programming language). Index can be stored

either in memory (called in memory indexes) or on disk (called disk indexes).

•

• Table 2.1 describes an elementary index. For example, term “algorithm” exists

in WTX104B011368, WTX104B012134, WTX104B01497 and WTX104B01994.

• Retrieval Model: This is the most important component of a retrieval system.

This calculates the score of each document for a given query and produces the
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Term Documents
algorithm WTX104B011368, WTX104B012134, WTX104B01497,

WTX104B01994
facbook WTX104B011192, WTX104B011193, WTX104B011232,

WTX104B012012, WTX104B01439
google WTX104B01110, WTX104B01438
linkedin WTX104B01110, WTX104B01438
news WTX104B011031, WTX104B011201, WTX104B011202,

WTX104B012134, WTX104B013957
music WTX104B011202
florida WTX104B01110, WTX104B011202
. . . . . .

Table 2.1: Index Table

Figure 2.1: Basic IR system architecture

final rankings sorted by scores. Some examples of retrieval models are BM25,

Language Model, MRF model etc.

• User Interface: User interface plays an important role in commercial search

engines but generally is not required for research purposes.

2.2 Our Architecture

In this section, we discuss about the architecture of our system shown in figure

2.3 with all components. The system mainly consists of following components:

• Collection: Our corpus contains documents (in HTML format) crawled using

Apache Nutch crawler 1. More information about the collection can be found in

section 6.1.1.

1 Apache Nutch Crawler (http://apache.nutch.org)
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• Index: From the corpus, we built ivory index using ivory tool. Ivory [27] is

an open source information retrieval tool designed by Dr. Jimmy Lin group at

University of Maryland, College Park.

• Sparse Format: We build sparse format using Apache Mahout API 2 since

sparse format helps in getting more statistical information about the corpus con-

veniently compare to other formats like indexes. The main advantage is one time

calculation of various parameters like document freq of term, tf-idf of term, term

freq in a document etc. There are various output files in the sparse format like

dictionary file, tokenized document files which are very helpful for building a

statistical model. We used the Mahout API on top of Apache Hadoop.

• MRF FD Model:We used the MRF FD model suggested by Metzler et al. [5]

for our base retrieval. MRF stands for Markov Random Field. FD stands for

full dependence. MRF is a graph based retrieval model where random field is

constructed by the graph nodes (random variables) containing query terms and

document for which the score has to be estimated.

• Pesonalization: We used an extended state of art personalization based ap-

proach using clusters which is described in chapter 3.5.

• Users Query Logs: This module contains query logs from AOL search engine

which are processed to make groups of different users where users in a group

exhibit similar interests.

• Sub Topic Retrieval: This module retrieves the subtopics containing different

aspects of query q. As shown in figure, 2.2 for query “apple”, two subtopics can

be apple fruit and apple company.

• Diversity: Diversity helps retrieval system for ranking results in such a manner

that documents incorporate all subtopics (taking account the importance of a

2 Apache Mahout (http://mahout.apache.org)
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Figure 2.2: Diversity Example

subtopic) of query q. Not all diversity frameworks need subtopic retrieval. Our

diversity module consists of xQUAD framework [21] which is discussed later in

diversity chapter.

• Final Ranking: Both aspects of personalization and diversity are important for

users. So, both aspects are combined linearly to get the final ranking. The effect

of personalization on diversity and vice verse is studied in results section. 6.3.1.
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Figure 2.3: Our Retrieval System Architecture
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Chapter 3

PERSONALIZED SEARCH

In this chapter, we discuss about the methods adopted by us for personalized

search results.

3.1 Introduction

Personalized search is an important constituent of a search engine since it helps

in improving results based on the user’s recorded interests. Not only past search queries,

but past clicked results can be used as implicit behavior for improvement of results by

boosting the clicked results. The Potential of Personalization in a search engine has

been studied by [3] where the authors suggest that the explicit judgments for a given

query vary among different users. Another interesting aspect of personalization is the

use of query expansion by mining user logs as suggested by Hang Cui [4] et al.. Implicit

and explicit feedback from user behavior are important factors for personalization.

There are some approaches which suggest that results can be improved using user

modeling. There are different ways using which user models can be created on the

basis of evidences such as Content, Behavior, and Context etc. Content based models

exploit the user query history, behavior based models make use of clicked web pages

while context models consider the location, time etc. factors. There are various other

factors which account for personalization like re-finding which is very common on the

web. As suggested by Teevan [3] et al., 33 percent of the queries on the web are

repeated and 39 percent of the clicks are repeated clicks.

10



3.2 User Representation

Our corpus is comprised of two kinds of user sets as described in section 6.1.1.

For one set of users, we have recent bookmarked history of last 15 days while for the

other set we have query logs of each user for specific duration.

For set with query logs, a user is represented by concatenation of query logs.

Suppose, a user has searched for “apartments in Newark” and “university of Delaware”.

The user is represented as “apartments in Newark university of Delaware”.

For user set containing bookmarks, we have tags associated to each bookmarked

URL. Bookmarked URLs have been tagged using delicious website, a social tagging

system. User is represented by concatenation of tags. For example, suppose the user

booked marked http : //thesaurus.com/browse/ with tags “thesaurus dictionary on-

line dictionary” and http : //www.bbc.co.uk/ with tags “news UK online news’. The

user is represented as “thesaurus dictionary online dictionary news UK online news”.

So, a user can bookmark multiple URLs and a URL may contain multiple tags whereas

same tag can be contained multiple times in an URL.

3.3 Clustering Users

For grouping into similar groups, we cluster the represented users using k-means

clustering algorithm Tapas et al.[24]. k-means clustering algorithm is provided with a

set of users (u1, u2, . . . , un), where each user is represented as a d-dimensional vector

(containing terms). The algorithm iteratively partitions the n users into k sets (k ≤

n) S = S1, S2, . . . , Sk such that the sum of squares within a cluster is minimum. The

equation for k-means clustering algorithm can be given as:

argmin
∑
i=1..k

∑
uj∈Si

||uj − µi||
2

(3.1)

In the equation 3.1, µi is the centroid of users in set Si. Although there are

various approaches which has been suggested for initial selection of points for better

clustering results, our initial selection of k users was random. After the initial sets,

each cluster centroid is calculated, and users are further grouped in different clusters
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as centroids change based on users being added or removed from each cluster with

iterations. In equation 3.1, we used cosine similarity measure for distance calculation

between two users.

3.3.1 Distance Calculation Between Two Users

Let U = u1, . . . , un be a set of users and T = t1, . . . ,tm the set of distinct

terms occurring in U. A user u is represented by m dimensional vector ~twu. ~twu =

(tw(t1, u), ..., tw(tm, u)). Distance between two users is given by equation below:

Sim(~u1, ~u2) =
~u1 · ~u2
|~u1| × |~u2|

(3.2)

Equation 3.2 represents the similarity equation (cosine similarity).

tw(ti, up) = tf(ti, up)× log(
N

df(ti)
) (3.3)

In equation 3.3 tw (ti, up) defines the term weight of term i for user up. N is the total

number of users in the dataset; df(ti) is user frequency for term i.

3.4 Folksonomy Based Approach

Tagging has been an important feature of web 2.0. Del.icio.us is a social based

tagging system where each user adds bookmarks and tags with keywords. For example,

a user might bookmark “http://bbc.co.uk”. Some of the tags which user might use are

news, english, UK, online. Folkosonomy is a system of annotating and categorizing

text using annotation of tags. This helps in understanding the user interests which can

be incorporated in search. Tags act as metadata of a tagged document. P (d|u) can be

calculated using this approach by calculating the tag similarity between the document

d and user u (since user representation also contain tags).
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3.5 Proposed Model

In our personalized search, we extend the state art of personalization method.

Given a query q and user u the state art of personalization method for a given document

d as suggested by [1] can be defined as

p(d|q, u) =
p(q|d, u)p(d|u)

p(q|u))
∝ p(q|d)p(d|u)∑

d′ p(q|d′)p(d′|u)
=

p(d|q)p(d|u)∑
d′ p(d

′|q)p(d′|u)

= C1p(d|q)p(d|u)

(3.4)

Equation 3.4 takes into account the query history of single user for a given query q.

Our proposed approach makes use of query logs of similar users based on the distance

among the users.

Ppers = λPuserpers + (1− λ)Psimuserspers (3.5)

In equation 3.5, λ is a variable, when set to 1 incorporates the query logs of user with

query q only, when set to 0 incorporates the query logs of all similar users, except user

u.

Puserpers user personalization factor for user u can be given by equation 3.4 for

a given quey q and document d. In order to calculate the other factor i.e. Psimuserspers,

we group the users into clusters for extracting similar users. For clustering, we used

k-means clustering technique as discussed with 25 being total number of clusters.

3.5.1 Full Cluster Approach

In full cluster approach, we derive the Psimuserspers (similar user personalization)

factor from users belonging to clusters Cj such that user u (with query q) exists in the

same cluster.

Psimuserspers =

∑
u′∈Cj & u′ 6=u p(d|q)p(d|u′)

|Cj| − 1
(3.6)

In equation 3.6, |Cj| -1 represents the number of users in cluster Cj except the

user u for whom query q is under evaluation. Now, combining equations 3.4, 3.5 and

3.6, Ppers can be written as 3.7.

Ppers = p(d|q)

(
λp(d|u) + (1− λ)

∑
u′∈Cj & u′ 6=u p(d|u′)
|Cj| − 1

)
(3.7)
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Equation 3.7 represents full cluster approach with simple mean average calcula-

tion. The Psimuserspers (similar user personalization) factor can also be represented by

weighted mean as in equation 3.8.

Psimuserspers =

∑
u′∈Cj & u′ 6=u p(d|q)p(d|u′)sim(u, u′)∑

u′∈Cj &u′ 6=u sim(u, u′)
(3.8)

Ppers = p(d|q)

(
λp(d|u) + (1− λ)

∑
u′∈Cj & u′ 6=u p(d|u′)sim(u, u′)∑

u′∈Cj & u′ 6=u sim(u, u′)

)
(3.9)

Equation 3.9 represents full cluster approach with weighted mean average calculation.

3.5.2 Partial Cluster Approach

As the numbers of users in each cluster are high, so there is a probability within

a cluster to have users who are not much similar to each other. So, we decided to

run the equation 3.7 with using only those users within the same cluster who are at a

threshold distance from the user u under evaluation. We set the threshold distance as

0.1 (cosine similarity distance).

Ppers = p(d|q)

(
λp(d|u) + (1− λ)

∑
u′∈Cj & u′ 6=u & sim(u,u′) > th p(d|u′)

Nj − 1

)
(3.10)

Ppers = p(d|q)

(
λp(d|u) + (1− λ)

∑
u′∈Cj & u′ 6=u & sim(u,u′) > th sim(u, u′)p(d|u′)∑

u′∈Cj & u′ 6=u & sim(u,u′) > th sim(u, u′)

)
(3.11)

In equation 3.10, Nj−1 are the total users from cluster Cj (which contains user

u) which satisfies the two conditions; first similarity between user (u) and user (u′) is

greater than a specified threshold, second user (u′) is not same as user (u). Equation

3.10 represents partial cluster approach with mean, while equation 3.11 represents

partial cluster approach with weighted mean.
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3.5.3 No Cluster Approach

In the no cluster approach, for a query q, we used all remaining users from the

corpus which satisfy the threshold criteria. Basically, we didn’t confine the users to a

cluster.

Ppers = p(d|q)

(
λp(d|u) + (1− λ)

∑
∀u′∈sim(u,u′)>th & u′ 6=u p(d|u′)

N − 1

)
(3.12)

Ppers = p(d|q)

(
λp(d|u) + (1− λ)

∑
∀u′∈sim(u,u′)>th & u′ 6=u sim(u, u′)p(d|u′)∑
∀u′∈sim(u,u′)>th & u′ 6=u sim(u, u′)

)
(3.13)

In equation 3.12, N is the total number of users which statisfies the numerator criteria;

th stands for threshold value for which we consider two users as similar users. In

all our runs threshold has been set to 0.1 i.e. if tf-idf similarity between two users

is greater than 0.1, we consider them as similar users. Equation 3.12 represents no

cluster approach with mean, while equation 3.13 represents no cluster approach with

weighted mean.

In summary, for full cluster approach, we used all the users from a cluster C without

any similarity threshold criteria; for partial cluster approach, we used only those users

from a cluster C who satisfied a similarity threshold criterion; for no cluster approach,

we used all users who satisfied a similarity threshold criterion without any clustering.
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Chapter 4

DIVERSITY SEARCH

4.1 Introduction

Diversity plays an important role in modern search engines as information on

World Wide Web (WWW) has increased manifold, end users don’t prefer to view

similar information. Also, there are lots of queries on web search which are ambiguous.

For instance, a query “RSS” has different meanings for different users. For users with

technical background, RSS could mean rss feeds, while for others who are interested

in Indian politics, it has a different meaning as it stands for Rashtriya Swayamsevak

Sangh which is an organization for a political party. Not only that, even for a technical

person, a query like RSS has different aspects such as rss feeds 2.0, rss feed reader,

rss tutorials etc. All these aspects can serve as subtopics for diversity retrieval in web

search.

4.2 Subtopic Retrieval

Subtopic retrieval problem in information retrieval poses a different challenge

compared to normal retrieval problems. It ensures that the retrieved results contain all

perspectives of the query. For example, for query “algorithms” some of the potential

subtopics could be sorting algorithms, search algorithms, dynamic programming algo-

rithms, algorithms courses etc. Modern search engines attempt to resolve ambiguity by

auto suggesting queries to the end users based on query logs. For example, if we enter

algorithms in Google search engine, some of the auto suggestions are algorithms 4th

edition, algorithms for interviews, algorithms and data structures, algorithms in java,

algorithms in c, algorithms dictionary etc. It is interesting that most of the suggestions

seem to be N-grams. N-gram is a collection of terms which exist adjacent to each other
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in documents of a given collection. For example, for given lines “essential information

that every serious programmer needs to know about algorithms and data structures.

The textbook Algorithms, 4th Edition surveys the most important algorithms and data

structures in use today”, “algorithms and data structures” is an N-gram of 4 terms

with term frequency of 2. Similarly, “Edition” is a N-gram containing 1 term with

term frequency of 2.

4.2.1 Previous Work

There have been various approaches which have been suggested for subtopic

retrieval such as clustering, key phrases etc. Fang et al. [6] suggest a pattern based

approach. In this approach, the patterns are semantically meaning full text and are ob-

tained by looking in the retrieved result set. Then, from the candidate patterns mean-

ing full candidates are chosen as subtopic based on different approaches like IDF(Inverse

Document Frequency), Term importance score etc. Another interesting work is pre-

sented by Zhai et al. [22] by using MMR based approach, also incorporating novelty

with diversity for subtopic retrieval.

4.2.2 Proposed Approach

Our proposed approach is similar to pattern based approach as discussed in

4.2.1. Our approach consists of following steps for subtopic retrieval.

4.2.2.1 Creating N-grams

From the corpus, we make a dictionary which contains N-grams (up to n=4).

N-grams are built by setting a minimum threshold N-gram frequency (n=5) and a

maximum threshold frequency so that we don’t have N-grams which occur frequently.

Maximum Threshold frequency is set to 99 percent i.e., all N-grams which are among

the top 1 percent of all N-grams based on their frequency are rejected.
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4.2.2.2 Selection of candidate subtopics

A candidate selection step chooses potential subtopics candidates. In order to

select candidates, we used two approaches:

Ordered start token: .In this approach, we look for N-grams whose first tokens

are the same as the query first tokens and in the same order of query tokens in our

dictionary. Basically, those N-grams start with query q. For example: if rss is a query

then subtopic candidates are rss feeds, rss feed 2.0, rss feed reader and rss volunteers

while feed reader rss is not a subtopic since the N-gram does start with the rss token.

Unordered tokens: In this approach, the order of query tokens doesn’t affect the

potential candidates. So, all N-grams were considered as candidates who contained all

of query tokens of query q. For example, if real state housing is a query, all of the

following are candidates: real state pricing housing, real state housing pricing, pricing

real state housing, housing real state pricing etc.

For both the approaches discussed above, we used a Standard English stop word list

to stop tokens which were present in the stop list. We first remove all stop words from

each candidate and match if after removal an N-gram exists in our dictionary. If such

an N-gram exists, we use the existing N-gram (stop word removed) otherwise we don’t

remove the stop words from the subtopic candidate.

We created a candidate table mapping potential candidates with the documents (having

the potential candidates) for the query. A sample table is shown in 4.1.

In table 4.1 “kirk mccoy nc” candidate exists in documents WTX104B011368,

WTX104B012134, WTX104B01497 and WTX104B01994.

4.2.2.3 Document representatives

After candidates selection, we sort the documents by their rank, where multiple

representatives can exists for a given document. Among all candidates for a document,
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S No. Candidate Documents (with candidates)
1 kirk mccoy nc WTX104B011368, WTX104B012134,

WTX104B01497, WTX104B01994
2 kirk mccoy pairing WTX104B011192, WTX104B011193,

WTX104B011232, WTX104B012012,
WTX104B01439

3 kirk mccoy nc 17 WTX104B01110, WTX104B01438
4 kirk mccoy livejournal remember WTX104B01110, WTX104B01438
5 kirk mccoy kirk spock WTX104B011031, WTX104B011201,

WTX104B011202, WTX104B012134,
WTX104B013957

6 kirk mccoy kirk WTX104B011202
7 trek xi kirk mccoy WTX104B01110, WTX104B011202
. . . . . . . . .

Table 4.1: Candidate Selection Table

we choose the candidate as document representative with maximum tf-idf value.

dr = arg max
tf−idf

{cand1, cand2, cand3, cand4, . . . , candn} (4.1)

In equation 4.1, dr represents the document representative for document d.

Similarly, we have representatives for all documents which are assumed subtopic rep-

resenting that document. In the next section, we discuss our greedy approach based

algorithm for final subtopic selection.

4.2.2.4 Greedy based approach

Our greedy based approach helps in selection of subtopics which are diverse.

We first arrange the documents (with their representative) in a set Sd by their rank

so that the d1 is the highest relevant document when the original query was used

for retrieval. R represents a set which contains final subtopics to be retrieved in this

approach. We first initialize R with the representative of highest document and remove

the document from the set Sd. For each document in the remaining documents, we

check the similarity between the document and documents whose representatives exist

in set R. If there exists such a document, then we don’t include the representative of
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document d in final set R, meaning that aspect of subtopic has already been covered.

On the other hand, if no such document exists, the current representative’s perspective

has not been incorporated in R so we add the representative to R. 4.2.1 defines the

pseudo code for our algorithm.

4.2.2.5 Ordering unordered tokens approach

We performed this step only for Unordered tokens case as discussed above. In

this step, we remove the query tokens from the final retrieved subtopic and pre-append

the original query to the remaining tokens. For example, suppose the original query is

brain, and retrieved subtopic is 30 Day Brain Freeze, we remove the query tokens from

this subtopic so the remaining tokens are 30 Day Freeze and we append the remaining

tokens to the original query so the final subtopic becomes Brain 30-Day Freeze.

4.2.3 Subtopics from Top Terms Categorized by User Judgements

The user was provided with categories related to each topic. The categories

were obtained from ODP (open directories project). In this case, in order to get the

subtopic, we take the group of documents from a topic in a same category, and for

each document-term pair for all documents we calculate tf-idf. We choose the top

tf-idf terms among all documents as our subtopics. This subtopic retrieval step was

mainly done for analysis purpose.

Algorithm 4.2.1: retrievesubtopics(Sd)

R← {RSd1}

Sd ← {Sd} − {Sd1}

for each x ∈ Sd

do if sim(d, x) > th ∀ Rd in R

then R← R U {Rdx}

return (R)
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4.3 Diversity Models

The main aim of diversity models is to create re-ranking from a given initial

ranking for a query, which has the maximum coverage and the minimum redundancy

with respect to the different aspects underlying q. There are various diversity meth-

ods which have been proposed. For example: MMR, xQUAD etc. MMR (Maximal

Marginal Relevance) model (by Jamie et al. [29] )doesn’t make use of subtopic for re-

trieval but is a greedy based approach based on document similarity. We used xQUAD

diversity framework as suggested by Santos et al. [21] for diversification of results.

xQUAD incorporates the probabilities of all subtopics given a topic q.

Score(d|q) = (1− λ)P (d|q) + λ
∑
qi∈Q

[P (qi|q)P (d|qi)
∏
dj∈S

(1− P (dj|qi))] (4.2)

In equation 4.2, Score(d|q) is the final score after incorporating retrieved subtopics;

qi represents the ith subtopic, Q represents set containing all subtopics; P (d|q) provides

the probability of document d given query original query q, P (d|qi) provides the prob-

ability of document d given ith subtopic. S is subset which contains documents which

has already been ranked. P (dj|qi) represents probability dj given query qi, P (qi|q)

represents the probability of subtopic qi given query q. Results discussed in results

chapter are based on the discussed xQUAD framework.
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Chapter 5

PERSONALIZATION AND DIVERSIFICATION

5.1 Introduction

Personalization and diversification are two different aspects in a retrieval system.

Also, for both approaches the evidence to be used is different as personalization takes

feedback from user click behavior, long term query logs, and short term interests of user

in a session etc., while diversification takes feedback from the ranked documents such as

subtopic extraction, subtopic importance, information from above ranked documents

etc. Personalization aspects are related to the individual user while diversification aims

only to satisfy the maximum possible number of users. In this chapter, we propose

a linear combination of both aspects of search. To our understanding, users prefer

diversified results but they also want to satisfy their interests. For example, imagine

a person who is an Apple shareholder with an Apple laptop using query Apple. The

ideal results should cover all aspects of Apple such as current market share price, Apple

store, apple fruit etc.

5.2 Previous Work

There are very few papers on personalization and diversification together. Vallet

et al. [1] suggests the introduction of random variable for user u in different diversifica-

tion models. Dumais et al. [13] in a patent application consider different architectures

for personalization and diversification.
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5.3 Approach

We used a linear combination approach for combining personalization and diver-

sification. Because scores can be on different scales, we performed rank based normal-

ization on the retrieved documents. For a given query q, we retrieved top n documents

(d1, d2, . . . , dn) for both aspects. We normalize the score for document d with rank r

in equation 5.1 as suggested by Vallet et al. [14].

N(dr) = 1− (
r

n
) (5.1)

Now the normalized score for a document d with rank r is given by equation

5.2:

Score(dr) =
N(dr)
n∑

i=1

N(di)
(5.2)

We used this approach for score normalization for both personalization (dis-

cussed in chapter 3) and diversification (discussed in chapter 4). The final ranking of

a given document d and query q, which considers both mentioned aspects is given by

equation 5.3

Scorepers−divers(d|q) = βScorepers(d|q) + (1− β)(Scoredivers(d|q)) (5.3)

where β is a variable which can be tuned for both factors.
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Chapter 6

EXPERIMENTS AND RESULTS

In this chapter, we discuss the results obtained from the methods discussed in

previous chapters. This chapter is organized as follows. In section 6.1, we discuss

about the experimental setup, in section 6.2 we discuss about the result and analysis

on training queries and in section 6.3 we discuss about the results and analysis on

testing queries.

6.1 Experimental Setup

6.1.1 Corpus

We used the corpus from Vallet et al. [2] comprised of user profiles and queries.

The total number of users whose profile exists is around 33, where a profile represents

the latest bookmarks of respective user. The bookmarked URLs by each user are then

tagged using Del.icio.us, a social tagging website. This website performs automatic

tagging based on URL text, but any individual can also tag an URL after reading it.

So, the user profiles basically contain the tags of bookmarked pages.

The dataset also contained the URLs fetched by querying the Microsoft search engine

Bing. The top 400 URLs for each query returned by the Bing API served as the

documents inside the corpus. We used the Apache Nutch crawler 1 for fetching URLs

to build our search corpus. Since some of the URLs were old, we were not able to

fetch them because of their non existence (most of the URLs existed since this is 2012

corpus).

The query length of the queries varies from 1 to 2. Table 6.1 represents sample queries

from dataset.

1 Apache Nutch Crawler (http://apache.nutch.org)
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Best run from all approaches
Query Length Sample Queries
1 Books, blogging, free, au, foamy, firefox, flash, camping, javascript
2 poetry education, ups power, ajax javascript, acne diet

Table 6.1: Sample Queries

6.1.1.1 Relevance Judgements

Relevance judgments have been made only for top 6 to 8 documents as ranked

by Bing. We have two different judgments for each such document. One is based on

personalization i.e. user judgment. These judgments are graded from 1 to 4, with 4

being highly preferred by the user and 1 being relevant but less preferred by the user.

The judgments do not contain any non relevant documents but we will assume that all

non judged documents are not relevant.

For diversity, the judgment file contains relevance judgments for subtopics of the query

for each document. The subtopics for each query are produced by ODP (Open Di-

rectory Project). ODP is an open content directory of web links. It makes use of

hierarchical ontology scheme for organizing sites. Listed websites on a similar topic

are grouped into categories which can then include smaller categories. Specifically, the

subtopics are the categories retrieved by ODP in response to the query. The diversity

judgments are also graded judgments from 1 to 4, with 4 being highly preferred for the

subtopic and 1 being less preferred for the subtopic.

6.1.2 User Representation and Clusters

Our corpus contains two different user sets. One set contains 33 users repre-

sented by tags as discussed in 3.2 while the other set contains around 73,000 users

represented by query logs as discussed in 3.2.

In this section, we discuss the clusters obtained from k-means clustering (equation

3.1). Table 6.2 shows the top 10 terms in 5 different clusters. By visual inspection,

all clusters seem coherent. Cluster C1 seems to suggest users who are interested in

vactions and real estate near Florida beaches; Cluster C2 seems to suggest vehicles or
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TermRank Terms C1 Terms C2 Terms . . . Terms C23 Terms C24 Terms C25

1 florida parts . . . lyrics games business
2 new auto . . . love free marketing
3 beach ford . . . song online management
4 fl car . . . myspace game inc
5 estate sale . . . new play jobs
6 hotel used . . . quotes yahoo company
7 real truck . . . movie kids services
8 york honda . . . music disney new
9 county ebay . . . girl download group
10 hotels cars . . . pictures google companies

Table 6.2: Top cluster terms

parts being purchased from commercial product search engines like eBay; Cluster C23

seems to suggest users interested in entertainment like movie, music, songs; Cluster

C24 seems to suggest users interested in gaming, particular online games; Cluster C25

seems to suggest users interested in the business.

Figure 6.1 show the distribution of users across clusters.

6.1.3 Evaluation Measures

Evaluation measures can be categorized as follows:

6.1.3.1 Personalization Evaluation Measures

To evaluate personalization, we use standard IR evaluation measures calculated

using the user judgements described in section 6.1.1.1.

Precision : It is the fraction of retrieved documents which are relevant. For example,

P@k signifies the number of relevant documents in the top k retrieved documents.

P@k =
(number of relevant documents in top k retrieved)

k
(6.1)

Any grade pf relevance is considered relevant for computing precision.

MAP (Mean Average Precision) : Average Precision is the average of the precision

value obtained for the set of top k documents existing after each relevant document is

retrieved, and this value is then averaged over information needs. That is, if the set of
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Figure 6.1: Distribution of users across all clusters
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relevant documents for an information need q ∈ Q is d1, . . . , dm and Rk is the set of

ranked retrieval results from the top result until you get to document dk.

AP (q) =
1

m

m∑
k=1

Precision(Rk) (6.2)

Mean average precision can be defined using equation 6.3

MAP (Q) =
1

|Q|

|Q|∑
k=1

AP (qk) (6.3)

In equation 6.3, |Q| represents the total number of queries.

DCG (Discounted Cumulative Gain) : The main aim of DCG is to penalize

relevant documents which are shown lower in the ranking.

DCGp = rel1 +

p∑
i=2

reli
log2(i)

(6.4)

Generally, a logarithmic function is used as a discount function.

nDCG (Normalized Discounted Cumulative Gain) : As DCG can vary from 0

to large values, we used nDCG. Normalized Gain is calculated by calculating IDCG

(ideal DCG).

nDCGp =
DCGp

IDCGp

(6.5)

6.1.3.2 Diversification Evaluation Measures

Following are the evaluation measures used for measurement of the diversity

aspect of retrieval.

S-recall measure : S-recall stands for subtopic recall. This evaluation measure is

used to measure the percentage of documents retrieved containing different subtopics.

Consider a ranking {d1, d2, . . . , dm} retrieved for topic T with nS subtopics. This

measure is defined by Zhai et al. [22].

S − recall at K :=
|
⋃K

i=1 subtopics(di)|
nS

(6.6)

In equation 6.6, subtopics(di) defines the set of subtopics to which document di is

relevant.
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ERR-IA measure : ERR stands for Expected Reciprocal Rank. ERR attempts

to overcome DCG measure which accounts only rank of document during evaluation,

while the discount function of ERR also considers the relevance of previously ranked

documents. ERR-IA is computed by calculating ERR as suggested by Chapelle et al.

[10] for each subtopic, then computing a weighted average over subtopics. Equation

6.7, provides the mathematical formula for ERR-IA calculation over M subtopics where

pi is the probability of subtopic i.

ERR :=
n∑

r=1

1

r
P (user stops at position r)

ERR− IA =
M∑
i=1

piERRi

(6.7)

α-nDCG measure: This measure as suggested by Clarke el al. [15] assumes that each

document is representative of set of subtopics. This measure rewards when documents

with new subtopics are found, but also penalize document with same subtopics with

the rank consideration. α is a factor which accounts for the severity of redundancy

penalization, when α=0 it corresponds to standard nDCG with the number of matching

subtopics for each document d used as the graded relevance value.

6.2 Results and Analysis on Training Set

We used randomly sampled 30 queries from 180 queries for training purpose

of different variables. We removed 1 query (without relevance judgments) from the

sampled queries.

6.2.1 Personalization Results

In this section, we will discuss about the personalization results for training

queries.
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Best run from all approaches
runid MAP P@5 P@10 nDCG@5 nDCG@15
userscore 0.3694 0.5185 0.4852 0.3477 0.4016
full cluster (at λ = 0.3) 0.3775 0.5481 0.4963 0.3828 0.4169
partial cluster (at λ = 0.9) 0.3705 0.5111 0.4926 0.3494 0.4004
no cluster (at λ = 0.9) 0.3711 0.5111 0.4926 0.3517 0.4027

Table 6.3: Personalization Results : Best runs(based on MAP) for Training Queries

6.2.1.1 Personalization Analysis

Results shown in table 6.3 suggest the use of query logs of similar users result

in better performance.

As we can from figure 6.2 and figure 6.3, full cluster approach has the high-

est nDCG@15 and P@5. Its interesting to note as we consider users from a cluster

which are at a threshold similarity to user, the nDCG values decreases. The reason

could be that in case of full cluster the number of users are more and feedback term

set is more compare to similar users (at threshold). Both mean and weighted mean

approaches seem statistically same for most of the evaluation measures. So, similar

user getting more weight doesn’t seem to affect our results. P@5 for baseline i.e. using

only user feedback is 0.4852 while the best P@5 happens in the same run with best

nDCG@15. Also, for all approaches, nDCG@15 increases with increase in value of λ,

attains maximum point, then decreases with increase in value of λ.

Figure 6.2 (a), (b) and (c) describes plots of nDCG@15 vs. λ for the full, partial

and no cluster approach. In all three approaches, the mean approach performed nearly

same to weighted mean (in dotted) as evident from the graphs (may be marginally

better). Figure 6.2 (d) shows the bar plot of nDCG@5 between the best run (dotted)

i.e. for full cluster approach at λ=0.3 vs. the run with only single user feedback i.e.

baseline. It is interesting that our nDCG@5 is better than the baseline i.e. Puserpers

run but in terms of number of individual queries, less than 50 percent queries improved

from the baseline.
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(a) nDCG@5 vs. λ for mean and
weighted mean (dotted) for full clus-
ter approach

(b) nDCG@5 vs. λ for mean and
weighted mean (dotted) for partial
cluster approach

(c) nDCG@5 vs λ for mean and
weighted mean (dotted) for no cluster
approach

(d) nDCG5 vs. Queries for userscore
(no texture) , full cluster approach
with λ = 0.3 (texture)

Figure 6.2: Personalization: nDCG@5 analysis plots
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(a) P@5 vs. λ for mean and weighted
mean (dotted) for full cluster ap-
proach

(b) P@5 vs. λ for mean and weighted
mean (dotted) for partial cluster ap-
proach

(c) P@5 vs. λ for mean and weighted
mean (dotted) for no cluster ap-
proach

Figure 6.3: Personalization P@5 analysis plots
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6.2.2 Diversification Results

6.2.2.1 Retrieved Subtopics

Following are the results obtained using diversity methods which are proposed

in 4. Below is the table which contains the retrieved subtopics for 3 queries “brain”,

“recipes potatoes” and “browser” by our proposed approaches.

Query Top terms categorized ODP categories Unordered tokens Ordered start tokens
brain No Subtopics Found brain training, brain

games, brain neuro-
surgery , brain injuries
, brain anatomy, brain
definitions, brain
education, brain
health, brain available
domains

brain cells, brain 30
day freeze, brain bug,
brain exercise, brain
power, brain mind,
brain phi kami puzzle

brain cells, brain
freeze, brain implant,
brain kami, brain
power, brain injury,
brain game

recipes potatoes recipes potatoes,
anonymous analyt-
ics cjpberry, potato
salad recipe, vowel
spellcheck t.co,
recipes potato sweet,
solver dictionary
wordnet, piwik an-
alytics 1.8.3, potato
gnocchi potatoes,
conversions analytics
goal, pie potatoes
recipes, infoplease
biographies atlas,
avinash segments
segmentation

recipes potatoes salad
recipes, recipes pota-
toes pies, recipes pota-
toes potato recipes,
recipes potatoes sweet
potatoes,

recipes potatoes grand recipes potatoes grand

browser mmorpg 2d amaya, sa-
fari browsers browser,
seo tutorial optimiza-
tion, 15.0.1 firefox
android, gre lookup
browser9, maxthon
avant opera

browser Already use,
browser Useful soft-
ware, browser Useful
Information, browser
Not relevant, browser
Relavent but not use-
ful,

browser avant,
browser support,
browser web browsers,
browser noun, browser
web, browser testing,
browser based,

browser support,
browser market,
browser 2012, browser
windows, browser
testing, browser
based, browser statis-
tics

ajax javascript ajax javascript exam-
ple, ajax tutorial, ajax
toolkit javascript,
ajax javascript tuto-
rial, ajax javascript
library, ajax php
javascript

ajax javascript tuto-
rials, ajax javascript
programming, ajax
javascript social, ajax
javascript definitions

ajax javascript
authoring, ajax
javascript 8 ways,
ajax javascript rss,
ajax javascript gal-
leries slideshows, ajax
javascript differences,
ajax javascript statis-
tics browser, ajax
javascript accessibility

ajax javascript ticker,
ajax javascript
authoring, ajax
javascript 8 ways,
ajax javascript list,
ajax javascript gal-
leries slideshows

Table 6.4: Retrieved Subtopics for some queries

33



runid (at λ = 0.5) nERR-
IA@5

nERR-
IA@10

nERR-
IA@20

Top terms categorized 0.6199 0.5733 0.5899
ODP categories 0.4861 0.4819 0.5030
Unordered tokens 0.4110 0.4204 0.4398
Ordered start tokens 0.3782 0.3918 0.4179

Table 6.5: Diversity Results : ERR measure on training queries

runid (at λ = 0.5) α-
nDCG@5

α-
nDCG@10

α-
nDCG@20

Top terms categorized 0.5895 0.5245 0.5769
ODP categories 0.4727 0.4731 0.5305
Unordered tokens 0.4315 0.4484 0.5009
Ordered start tokens 0.3856 0.4126 0.4836

Table 6.6: Diversity Results : α-nDCG measure training queries

6.2.2.2 Diversity Analysis

Overall our subtopic retrieval approach didn’t work well. From both of the pro-

posed approaches, our Unordered tokens based approach performed better as is evident

from different measures displayed in tables 6.5, 6.6 and 6.7. It is interesting that for

subtopic recall evaluation measure performed well compare to other approaches. The

reason being the greedy algorithm selects the topics which are dissimilar. Figure 6.4

displays the effect of nDCG@5 vs. λ (xQUAD ) over different approaches. This figure

describes that increase in λ results in increase of α-nDCG values for ODP categories,

Unordered tokens and Ordered start tokens. For Top terms categorized approach, the

α-nDCG values increases with increase in λ upto a point, then decreases.

6.3 Results and Analysis on Test Set

We used the training queries for training the optimum values of different vari-

ables before we apply both personalization and diversification. We obtained the test

queries by random sampling of 25 queries. As all queries dont have relevance judg-

ments, so we dropped 2 queries from 25 queries.
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(a) α-nDCG@5 vs. λ (xquad diver-
sity) for top terms categorized run

(b) α-nDCG@5 vs. λ (xquad diver-
sity) for ODP categories run

(c) α-nDCG@5 vs. λ (xquad diver-
sity) for Unordered tokens run

(d) α-nDCG@5 vs. λ (xquad diver-
sity) for Ordered start tokens run

Figure 6.4: α-nDCG@5 vs. λ for different runs
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runid (at λ = 0.5) strec@5 strec@10 strec@20
Top terms categorized 0.4129 0.4865 0.6050
ODP categories 0.3500 0.4857 0.6196
Unordered tokens 0.3740 0.5061 0.6246
Ordered start tokens 0.3077 0.4538 0.6298

Table 6.7: Diversity Results : strec measure training queries

6.3.1 Personalization and Diversification

We study this problem of diversification on different diversity approaches as

suggested above. As above, the best personalization run was based on full cluster

approach, we use the same.

Results shown in table 6.8 incorporates the user factor of equation 3.4 on test

queries with.

User Score
runid map P@5 P@10 nDCG@5 nDCG@15
userscore 0.3356 0.5182 0.4864 0.3576 0.4124
full cluster (at λ = 0.3) 0.3367 0.5182 0.4818 0.3662 0.4242
partial cluster (at λ = 0.9) 0.3705 0.5111 0.4926 0.3494 0.4004
no cluster (at λ = 0.9) 0.3711 0.5111 0.4926 0.3517 0.4027

Table 6.8: Personalization Results for Test Queries

6.3.1.1 Top terms categorized and Full cluster approach

We combine both “Top terms categorized” and “Full cluster approach” using the

equation 5.3, with different values of β. Table 6.9 shows the effect of variation between

personalization and diversification. Figure 6.5 displays the behavior of nDCG@5 and

α-ndcg@5.

Further, in table 6.9 the product of nDCG@10 and α-ndcg@10 varies with the

factor β suggests that a stage can be reached are optimum for users (peak in graph)

without much penalized from both diversity and personalization.

Another important factor to observe is that with β = 1.0 i.e. with just person-

alization nDCG@5 is 0.3819 which is greater than nDCG@5 from table 6.8 i.e. 0.3576.
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β nDCG@5 nDCG@10 α-nDCG@5 α-nDCG@10 HM(nDCG@10,
α-nDCG@10)

1.0 0.3819 0.3947 0.5157 0.5206 0.4490
0.9 0.3740 0.3884 0.5344 0.5349 0.4500
0.8 0.3495 0.3829 0.5414 0.5391 0.4478
0.7 0.3687 0.3866 0.5950 0.5506 0.4543
0.6 0.3408 0.3777 0.5965 0.5522 0.4486
0.5 0.3228 0.3635 0.5972 0.5587 0.4404
0.4 0.3079 0.3473 0.6092 0.5633 0.4297
0.3 0.3072 0.3332 0.6205 0.5762 0.4222
0.2 0.2999 0.3289 0.6343 0.5766 0.4189
0.1 0.2673 0.3099 0.6061 0.5771 0.4033
0.0 0.2629 0.2948 0.6105 0.5756 0.3899

Table 6.9: Personalization Diversification : nDCG and α-nDCG Measure for combined
Top terms categorized and Full cluster approach

6.3.1.2 ODP categories and Full cluster approach

We combine both ODP categories and Full cluster approach using the equation

5.3, with different values of β. Table 6.10 shows the effect of variation between personal-

ization and diversification. Figure 6.6 displays the behavior graphically. Its interesting

to see that as β decreases i.e. personalization decreases, the diversity also decrease.

The main reason behind this failure is our diversity subtopics retrieval models.

β nDCG@5 nDCG@10 α-nDCG@5 α-nDCG@10 HM(nDCG@10,
α-nDCG@10)

1.0 0.3819 0.3992 0.5157 0.5215 0.4522
0.9 0.3784 0.3988 0.5286 0.5367 0.4576
0.8 0.3748 0.3942 0.5482 0.5269 0.4510
0.7 0.3828 0.3849 0.5577 0.5268 0.4448
0.6 0.3598 0.3626 0.5516 0.5263 0.4294
0.5 0.3395 0.3644 0.5487 0.5279 0.4312
0.4 0.3294 0.3567 0.5470 0.5239 0.4244
0.3 0.3187 0.3398 0.5219 0.5093 0.4076
0.2 0.2987 0.3318 0.4963 0.4999 0.3989
0.1 0.2876 0.3222 0.4956 0.4929 0.3897
0.0 0.2811 0.3142 0.4847 0.4826 0.3806

Table 6.10: Personalization Diversification : nDCG and α-nDCG Measure for combined
ODP categories and Full cluster approach
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Figure 6.5: Personalization Diversification : Harmonic Mean (nDCG@10, α-
nDCG@10) vs β for combined Top terms categorized and Full cluster approach

Results Comparison : In this paragraph, we compare our results with the

xQUAD approach proposed by David et al. [2]. Table 6.11 suggests that methods

Run P@5 nDCG@5 α-nDCG@5
xQUAD 0.6700 0.3200 0.7930
Full Cluster Approach + ODP(β = 1) 0.5182 0.3819 0.5157

Table 6.11: Result Comparison

proposed by David et al. [2] does well in most of the evaluation measures.The reason

of our below performance could be slightly different dataset as we crawled the dataset

later. So, some of the URLs might have got changed.

6.3.1.3 Unordered tokens and Full cluster approach

We combine both Unordered tokens and Full cluster approach using the equa-

tion 5.3, with different values of β. Table 6.12 shows the effect of variation between

personalization and diversification. Figure 6.7 displays the behavior which is same for

combination of ODP categories and Full cluster approach.
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Figure 6.6: Personalization Diversification : Harmonic Mean (nDCG@10, α-
nDCG@10) vs β for combined ODP categories and Full cluster approach

6.3.1.4 Ordered start tokens and Full cluster approach

“Ordered start tokens” and “Full cluster approach” case behaves similar to the

Ordered start tokens and Full cluster approach as shown in table 6.13 and figure 6.8.
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β nDCG@5 nDCG@10 α-nDCG@5 α-nDCG@10 HM
(nDCG@10,
α-nDCG@10)

1.0 0.3819 0.3921 0.5157 0.5186 0.4466
0.9 0.3887 0.3867 0.5352 0.5264 0.4459
0.8 0.3691 0.3891 0.5418 0.5220 0.4459
0.7 0.3748 0.3882 0.5305 0.5203 0.4446
0.6 0.3699 0.3700 0.5172 0.5164 0.4311
0.5 0.3426 0.3590 0.5287 0.5185 0.4243
0.4 0.3381 0.3513 0.5263 0.5179 0.4186
0.3 0.3140 0.3354 0.5086 0.5051 0.4031
0.2 0.3269 0.3354 0.5208 0.5084 0.4042
0.1 0.2541 0.3062 0.4708 0.4668 0.3698
0.0 0.2493 0.3798 0.4608 0.2978 0.3338

Table 6.12: Personalization Diversification : nDCG and α-nDCG Measure for combined
Unordered tokens and Full cluster approach

Figure 6.7: Personalization Diversification : Harmonic Mean (nDCG@10, α-
nDCG@10) vs β for combined Unordered tokens and Full cluster approach
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β nDCG@5 nDCG@10 α-nDCG@5 α-nDCG@10 HM
(nDCG@10,
α-nDCG@10)

1.0 0.3819 0.3926 0.5157 0.5162 0.4460
0.9 0.3819 0.3926 0.5267 0.5316 0.4516
0.8 0.3677 0.3824 0.5447 0.5364 0.4465
0.7 0.3559 0.3631 0.5217 0.5239 0.4289
0.6 0.3298 0.3548 0.5336 0.5242 0.4232
0.5 0.3078 0.3345 0.5389 0.5264 0.4091
0.4 0.2737 0.3028 0.5053 0.4874 0.3735
0.3 0.2549 0.2956 0.4933 0.4808 0.3661
0.2 0.2470 0.2746 0.4748 0.4602 0.3440
0.1 0.2198 0.2621 0.4456 0.4485 0.3309
0.0 0.2112 0.2571 0.4418 0.4483 0.3268

Table 6.13: Personalization Diversification : nDCG and α-nDCG Measure for combined
Unordered tokens and Full cluster approach

Figure 6.8: Personalization Diversification : Harmonic Mean (nDCG@10, α-
nDCG@10) vs β for combined Ordered start tokens and Full cluster approach
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Chapter 7

CONCLUSION

In this chapter, we conclude all our runs for both aspects.

7.1 Personalization

We attempted 3 approaches for personalization, full cluster approach, partial

cluster approach and no cluster approach. In full clustering approach, all users within

a cluster are considered as similar for feedback about the interests of users u under

evaluation. In partial clustering approach, users within a cluster (which belongs to

user u) at a threshold distance are considered similar users. In no clustering approach,

we consider all remaining users within a threshold distance (0.1) as similar users. The

main idea is to use the interests of similar users to predict information about user

u. Full clustering approach seems to work well with some restrictions (which require

study) since the bar graph for nDCG@10 suggests considerable improvement but only

for less than 50 percent queries.

7.2 Diversification

We attempted 2 approaches, Unordered tokens and Ordered start token. Both

approaches don’t seem to work well. Out of both Unordered tokens is a better approach

as it doesn’t restrict N-grams to be in the order of query terms. Only evaluation mea-

sure where Unordered tokens approach did better (even better than ODP) is subtopic

recall which is interesting. The other approach i.e. top terms categorized, is mainly

attempted for a test purpose since all the other 3 approaches are suggesting lower

alpha-nDCG value than baseline.

42



7.3 Personalization and Diversification

Since our full based clustering approach worked better, we used this approach

with all diversity approaches. For top terms categorized approach, results suggest that

a β value can found around 0.7 where both personalization and diversification (without

much) both can be accommodated in a search model since access of any of the aspects

will result in great dissatisfaction to users. For all other 3 combination the β value

is around 1.0 which suggest that the personalization can also incorporate diversity or

personalization doesn’t obstruct diversity in great extent.
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