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ABSTRACT 

Polymer nanocomposites are increasingly used across a variety of applications 

in the plastics sectors, especially in the packaging and automotive industries. The 

demand for nanocomposites in the U.S. is projected to exceed 7 billion pounds by 

2020, and the production of nanocomposites is estimated to be near 10 billion pounds 

by 2025 
1
. The successful development and commercialization of these polymer 

nanocomposites requires an appropriate product design, followed by an efficient 

process for manufacturing the products to achieve desired end-use product 

performance consistently. While product design of nanocomposites has been receiving 

deserved attention, the equally important next step – a control scheme designed for 

ensuring that what the manufacturing process produces will perform as designed – has 

received little or even no attention. Since it is the customer that evaluates the product 

performance in end-use, the control strategy required for achieving the objectives of 

product design must extend well beyond the traditional control scheme of merely 

controlling process output variables and even beyond the product end-use 

characteristics control; it must explicitly incorporate customer feedback on the product 

performance, in order to ascertain consistent attainment of desired product end-use 

performance characteristics. However, this feedback is completely missing from the 

control schemes typically employed in manufacturing processes. 

To address these challenging issues, we have proposed a framework for 

integrating product design with appropriate control strategies required for achieving 

acceptable product performance consistently. This framework is illustrated by 



 xx 

manufacturing polymer nanocomposites using extrusion processes. The major 

contributions of this dissertation include: (i) product design: the manufacturing 

material, consequent manufacturing process, and required operating conditions in 

manufacturing polymer nanocomposites were determined judiciously, (ii) 

quantification of clay dispersion in polymer nanocomposites: this novel method based 

on describing particle length distribution data from transmission electron microscopy 

micrographs with a gamma probability distribution model,       , and an explicit 

quantitative relationship between these model parameters and the extent of dispersion 

was established successfully, and (iii) control scheme design and implementation: a 

multivariable cascade-type control scheme is designed, consisting of controller C1 for 

controlling process outputs, controller C2 for regulating the product end-use properties, 

and controller C3 for improving customer satisfaction by using customer feedback data 

to calculate appropriate set-points for end-use properties. The controller C1 and C2 

were designed as multiple-input multiple-output model predictive controllers (MIMO 

MPC), while controller C3 was designed as an unconventional customer feedback 

controller utilizing customer feedback data to take rational corrective action if the 

product does not perform in end-use precisely as designed.  
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Chapter 1 

INTRODUCTION 

1.1 Overview of Polymer-Clay Nanocomposites   

Polymer-clay nanocomposites are a class of polymer materials consisting of 

pristine polymer as polymer matrix and nanometer-sized fillers as reinforcement. 

Although a variety of nanoscale fillers have been used in the preparation of 

nanocomposites, layered silicate minerals (e.g., montmorillonite (MMT) clay) remain 

the most commonly used. The layered silicates involve individual clay layers (or 

platelet) with 1 nm thickness and a few angstroms to possibly microns in the lateral 

dimensions 
2
. By dispersing these high aspect ratio clay layers in the polymer matrix, a 

significant enhancements of matrix properties can be achieved, e.g., superior stiffness 

and strength 
3-5

, enhanced gas barrier traits 
6, 7

, and increased flame retardancy 
8, 9

. 

Remarkably, these property enhancements are able to be obtained at extremely low 

clay concentrations, i.e., 2-5 vol %, which is about four times lower than what is 

typically needed in conventional composites
 4

.  

All these attractive properties of polymer nanocomposites suggest a variety of 

possible industrial applications, such as automotive, construction, aerospace, food 

packaging, and many others 
10-13

. It is no wonder that the demand for nanocomposites 

in the U.S. will exceed 7 billion pounds by 2020 and the production of 

nanocomposites will be near 10 billion pounds by 2025 
1
.  
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1.1.1 Clay Dispersion 

In polymer-clay nanocomposites, the clay dispersion is defined as the clay 

structures in the polymer matrix. Depending on the degree of clay dispersion, 

polymer-clay nanocomposites are traditionally classified as: (i) immiscible – in which 

most clay platelets are packed together into structures often referred to as ―tactoids‖, 

(ii) intercalated – in which clay platelets are partially stacked, and (iii) 

exfoliated/delaminated – in which individual clay platelets are well-dispersed in 

pristine polymer 
14

.  

The key to achieving desired end-use properties is the level of clay exfoliation 

in the polymer matrix. However, due to the hydrophilic nature of the clay, these clay 

platelets do not usually disperse in the hydrophobic polymers as individual platelets; 

instead, they tend to aggregate to form clay particles and tactoids. One of the most 

popular methods to make the clays more compatible with polymers is to modify the 

nano-fillers by exchanging the cation in the clay with alkyl ammonium ions to form a 

swollen hybrid structure, termed ―organoclay‖. Although a considerable amount of 

studies has been carried out to determine the effects of the organoclay modifiers on the 

morphology and properties of nanocomposites based on a variety of polymer matrices 

15-19
, much less emphasis is placed upon the effects of processing conditions in the 

manufacturing process on the structure and properties of polymer nanocomposites. 

1.1.2 Manufacturing Process 

To date, there are three techniques for manufacturing polymer-clay 

nanocomposites: (i) in situ polymerization 
6, 20

, (ii) solvent blending 
21, 22

, and (iii) melt 

intercalation 
19, 23-26

. Among them, melt intercalation is the most promising technique 
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that would greatly expand the commercial opportunities for nanocomposites 

technology because of its many advantages 
27, 28

. This technique involves melt 

blending the polymer and the organoclay using conventional compounding devices 

such as extruders and mixers, which therefore requires very little additional capital 

investment. Also, it is environmentally benign because no solvent is required. 

Moreover, it shifts nanocomposite production downstream such that end-use 

manufacturers are able to enjoy many degrees of freedom regarding final product 

specifications (e.g., selection of polymer grade, choice of organoclay, level of 

reinforcement, etc.) 
24

. As a result, the nanocomposites investigated in this research 

were prepared using extrusion process via melt intercalation technique, the details of 

which are presented in Chapter 3.      

 

Processing Conditions, Organoclay Dispersion, and Physical Properties 

Recent studies have demonstrated that, in addition to the polarity of the 

polymer and organic modification, processing conditions in the melt intercalation 

technique play a vital role in achieving high degree of clay dispersion which 

consequently affects the end-use properties of the materials 
29, 30

. For example, Dennis 

et al.
 31

 reported that shear intensity and residence time in the extruder have significant 

effects on the clay exfoliation. Chavarria et al. 
26

 showed that the barrel temperature is 

a critical factor in exfoliating the clay platelets in the polymer matrix, while Besco et 

al. 
32

 reported that the level of dispersion is strongly influenced by the mixing protocol. 

Also, it should be noted that screw speed can either have a positive 
31, 33-35

 or a 

negative 
36

 effect on the exfoliation (see section 3.4 for a more extensive literature 

review on processing conditions). 
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Results from these and other similar studies provide following valuable 

insights regarding the effects of processing conditions on the level of organoclay 

dispersion:  

1. The processing conditions need to be tailored for specific product 

applications to achieve high level dispersion of clay platelets, because 

the same effects of processing parameters on nanocomposite structure 

are not universally observed 
37

.  

2. An optimal combination of polymer and organoclay chemistry, 

extrusion equipment, mixing protocol, and processing conditions (i.e., 

integrated product and process design) is required to facilitate clay 

dispersion in order to manufacture polymer nanocomposite product 

with attributes that meet end-use performance. 

 

These insights indicate that, to achieve satisfactory product end-use 

performance in its specific application, a systematic product design involving process 

design is required.  

1.2 Challenges in Ensuring Acceptable End-use Performance 

After determining the optimal operating conditions via product design, the next 

step is to determine how to maintain these optimal conditions in the extrusion process 

in the presence of all sorts of variability. Traditionally, this step is done by regulating 

process variables in the extrusion process (e.g., die pressure, motor power, melt 

temperature, etc.).  However, this basic control scheme of regulating process variables 

is not always effective to obtain products with desired end-use attributes, because 

these process variables are often not sufficiently good indicators of the product end-

use attributes. More recently, Garge et al. 
38, 39

 proposed an inference-based control 

scheme that augments the basic control scheme, achieving end-use property control by 

manipulating the set-points for the process variables. The overall control scheme, 
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which involves a multivariable cascade control structure, has been demonstrated on an 

industrial pilot scale process. However, even a perfect implementation of such 

advanced cascade control schemes cannot guarantee actual product performance.  

Since it is the customer that assesses the product in its end-use, the product 

end-use performance is ultimately determined by the end-use customer. Therefore, the 

feedback information from the end-use customer is the most direct indicator of 

product end-use performance, and such information should be explicitly incorporated 

into the overall control scheme for ensuring consistent attainment of desired end-use 

performance. Especially with tailor-made products designed for specific performance, 

consistently meeting customer demands requires a comprehensive control scheme that 

will take actual product performance in end-use explicitly into consideration. As with 

standard feedback control where actual measurements of desired process outputs are 

used to adjust process inputs, it is necessary, under such a scheme, to obtain customer 

feedback on product performance and employ such information directly to take 

rational corrective action if the product does not perform in end-use precisely as 

designed. Designing such a control scheme is very challenging because of the intrinsic 

characteristics of the customer feedback information. Currently, such a control scheme 

does not exist. 

1.3 Overview of Integrated Product Design and Control 

To address the aforementioned challenges, we proposed in this thesis a 

framework that integrates product design with appropriate control strategies that 

explicitly incorporate customer feedback information for ensuring product end-use 

performance in a consistent manner. Such a framework was developed and 



 6 

implemented for an example extrusion process of manufacturing polymer 

nanocomposites for a specific application.  

This framework, aiming to guarantee acceptable product end-use performance, 

involves two important components: (i) product design, and (ii) control scheme design 

and implementation.  

According to the customer needs for a specific application, a systematic 

product design first needs to be performed for translating such customer needs into 

desired product characteristics, following which a process must be designed and 

operated at desired conditions to deliver satisfactory products. Therefore, the primary 

objective of product design is to determine manufacturing materials, consequent 

manufacturing process, and required operating conditions. 

Next, a comprehensive control scheme is developed for maintaining these 

operating conditions and manufacturing acceptable products consistently. Such a 

control scheme involves multiple, cascading control levels to incorporate end-use 

property control and customer feedback information. To facilitate the on-line control 

of infrequently measured end-use properties, this control scheme should employ 

inference models for predicting these variables at a sufficiently fast rate. Since the 

end-use properties of polymer nanocomposites are most directly related to the level of 

clay dispersion, developing such inference models requires an effective means for 

quantifying clay dispersion. Therefore, a quantification method of clay dispersion is 

also emphasized in this thesis.  
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1.4 Organization of Dissertation 

This dissertation is organized as follows: Chapter 2 focuses on the current state 

of the art of manufacturing polymer nanocomposites and the main challenges in the 

control of extrusion processes. Also, the overall control scheme involving end-use 

property control and customer feedback information is introduced for assuring 

acceptable product end-use performance. 

Chapter 3 concentrates on the systematic product design for an illustrative 

example of manufacturing polymer nanocomposites for a specific application. The 

manufacturing materials, consequent manufacturing process, and operating conditions 

are tailored for this specific application.  

Chapter 4 proposes a quantification method to describing the level of clay 

dispersion explicitly. This method is further confirmed by in-house experimental data.  

Chapter 5 discusses the model predictive control of the process output 

variables. This basic control scheme is implemented first in simulation environment, 

and then in real-time. Both servo and regulatory performances of this controller are 

covered in this chapter. 

Chapter 6 augments the basic control scheme in Chapter 5 with a higher-level 

control scheme to regulate end-use properties. A multiple-input multiple-output model 

predictive control is designed for this purpose. 

Chapter 7 presents the design and implementation of a novel controller – 

customer feedback controller. This chapter also involves a simulation case study to 

illustrate the performance of the controller. 

Finally, the major conclusions of this work are summarized in Chapter 8, and 

directions for future research are presented. 
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Chapter 2 

INTEGRATED PRODUCT DESIGN AND CONTROL 

2.1 Chapter Organization 

In this chapter, we discuss the important issues related to integrating product 

design and control in manufacturing nanocomposites by melt intercalation technique. 

In section 2.2, the current state of the art in manufacturing nanocomposites is 

presented, with a focus on the factors affecting the clay dispersion using melt 

intercalation technique. Before analyzing the relevant control issues of the 

manufacturing process (i.e., an extrusion process), a fundamental understanding of a 

typical extrusion process is provided in section 2.3. Next, a literature review on the 

modeling and control of extruders is discussed extensively in section 2.4.1, and 

associated control challenges are summarized in section 2.4.2. Then, in section 2.5, we 

introduce the overall framework for integrating product design and control in 

manufacturing nanocomposites with an emphasis on the comprehensive control 

scheme development for guaranteeing acceptable product end-use performance. 

Finally, the illustrative example of manufacturing nanocomposites for a specific 

application is briefly discussed in section 2.6. 

2.2 Current State of the Art in Manufacturing Nanocomposites Using Melt 

Intercalation Technique 

The melt intercalation technique involves thermal annealing, statically or under 

shear, a mixture of the polymer matrix and organoclays above the softening point of 
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the polymer in the polymer melt 
40

. Several factors affect the level of clay dispersion 

of polymer nanocomposites prepared using the melt intercalation technique, and these 

factors are discussed in detail below. 

The effect of polymer matrix: Since the presence of polar type interactions 

between the polymer and layered silicates is critical to form exfoliated 

nanocomposites, polar polymers are more favorable for the intercalation of polymer 

chains into the silicate galleries 
27, 41

. For example, for a relative polar polymer such as 

nylon 6 
42

, almost fully exfoliated nanocomposites were obtained using melt mixing 

method, while for non-polar polymers such polyolefins, it is common to improve the 

polyolefin-organoclay compatibility by copolymerization of the olefin monomer with 

a polar monomer like acrylic acid 
43

 or vinyl acetate 
44, 45

, which enhances the 

mechanical properties of the resulting nanocomposites in turn.   

 The effect of the organic modification of layered clays: As mentioned in 

section 1.1.1, the original clays are often modified by organic surfactants to improve 

the compatibility between the polymer matrix and the clays. As a result, the type of 

surfactants plays an important role for organoclay dispersion in the polymer matrix. 

For nylon 6, the surfactants that have only one alkyl tail give better exfoliation than 

those with two alkyl tails 
15

, whereas for poly(ethylene-co-methacrylic acid) ionomers, 

surfactants with longer alkyl tails are better at exfoliating the organoclays than those 

with a shorter alkyl tails 
19

.  

The effect of melting process equipment and mixing protocol: One advantage 

of melt intercalation technique is that it is compatible with conventional polymer 

processing equipment (e.g., extruders, mixers, etc.), among which co-rotating, 

intermeshing twin screw extruders have proven to be the most effective for exfoliation 
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of organoclays 
25

. The mixing protocol is another factor that influences the clay 

particle dispersion. Specifically, the more the number of passes goes through the 

mixing equipment, the better the organoclay dispersion can be obtained 
26

.  

The effect of processing conditions: As already discussed in section 1.1.2, for 

the extrusion process, operating conditions such as screw speed, residence time, and 

melt temperature strongly affect the clay structures in the polymer matrix 
29-31

. Also, 

there appears to be an optimal combination of processing conditions for a specific 

polymer nanocomposite system. 

Therefore, to design a polymer nanocomposite product for a specific end-use 

application, it is necessary to take these factors into consideration in order to make a 

rational choice of polymer matrix, organoclay type, processing equipment, mixing 

protocol, and processing conditions – the concept of ―product design‖.  

Although the product design of polymer nanocomposites has been extensively 

studied, the equally important next step – designing a control scheme to ensure that 

manufactured nanocomposite products perform as designed – has received little or no 

attention. Since customers are primarily concerned with product attributes and 

especially with product performance in an end-use application, the control strategy 

required for achieving the objectives of product design must extend well beyond the 

traditional practice of merely regulating process output variables and even beyond the 

product end-use property control; it must explicitly incorporate customer feedback to 

ascertain consistent attainment of desired product end-use performance characteristics. 

However, to the best of our knowledge, no work has been done on the design and 

implementation of such a control scheme for effective control of end-use 

characteristics, consistently to target, in the manufacture of polymer nanocomposites.  
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2.3 Extrusion Process Description 

Before analyzing the relevant control issues of an extrusion process for 

manufacturing nanocomposites, it is important to have a fundamental understanding of 

the process itself. Extrusion is a continuous process in which materials are mixed, 

modified or transformed. A typical extrusion process is shown in Figure 2-1 and is 

described in detail as follows: the raw materials are fed into the extruder through the 

hoppers. Usually, more than one feed can be charged from different hoppers to 

maintain a certain feed composition. Then, the feed is transported from the hopper to 

the die by the force generated by the screw rotation and friction. At the die exit, 

extruded strands at steady-state extrusion condition are immediately quenched in 

water and then pelletized 
46

.  

In the remaining part of this section, we discuss the key characteristics of the 

extruder screw, types of screw extruders that are typically used in manufacturing 

nanocomposites, and the process analysis of the extrusion process. 

 

Figure 2-1: Schematic diagram of a extrusion process 
47
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2.3.1 Extruder Screw Characteristics 

The rotating screw, a key component of the extrusion process, forces the feed 

forward into the barrel and the solid feed is melted as it travels along the heated barrel. 

Most screws have the following functional zones: a solids conveying zone, a melting 

section, one or more mixing sections, and a pumping zone. At the conveying zone, the 

feed materials are almost solid, while they become partially melted as they are 

transported from the conveying zone to the melting zone where a number of processes 

such as mixing and reaction may take place 
48

. The feed materials are essentially 

considered a complete melt in the mixing and pumping zone and are ready to be 

extruded through the die.  

The screw design is critical for efficient melting of the materials and for 

decreasing the impact of process disturbances during operation. A typical screw 

design incorporates several types of screw elements such as a conveying element for 

direct flow (positive helix angle), a screw element for reverse flow (negative helix 

angle), and a kneading block (staggered disks providing shear and extensional flows 

for melting and mixing). By appropriately configuring these screw elements, it is 

possible to compose an efficient screw design to fit the specific application. 

The geometry of an extruder screw, which was fully studied by Booy 
49

 and 

Potente et al. 
50

, also plays a key role in the compounding process in the extruder. The 

key screw parameters describing the geometry of the extruder screw are presented in 

Figure 2-2. Of these, some screw parameters are discussed as follows 
51

: 

 Channel depth (H): This variable generally decreases along the 

transition section, and it has the largest value in the mixing and 

pumping zone. This design allows more work to the polymer feed 

and therefore provides stable and consistent material feed-rate to 

the die channel. 
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 Pitch (C): This parameter is directly related to the screw helix angle 

(ϕ). Usually, the optimal pitch is obtained based on the rheological 

properties of the polymer feed. 

 Length-over-diameter (L/D) ratio: Since higher L/D ratio leads to 

more homogenized melt and a higher production rate, high L/D 

ratio is desirable in most cases. Just as selecting the extruder size 

and drive combination, the L/D ratio should be carefully evaluated 

according the materials being processed. Especially for a polymer 

that melts easily, a longer L/D extruders can actually penalize 

overall performance 
52

.   

 

Figure 2-2: The key screw parameters: Barrel diameter (D), Helix angle (ϕ), Flight 

Width (W), Channel depth (H), Pitch (C), and Tip width (e) 
53
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2.3.2 Classification of Extruder Types 

Generally, the screw extruders can be divided into two main categories: the 

single screw extruder (SSE) and the twin screw extruder (TSE). The major difference 

between single and twin screw extruders is the conveying mechanism: in the single 

screw extruder, the materials are conveyed due to their friction with the channel walls, 

while in the twin screw extruder, the twin screw rotation forces the materials forward, 

making the conveying behavior less dependent on the friction 
54

. The twin screw 

extruder enjoys several advantages over the single screw extruder. For example, the 

twin screw extruder offers better mixing and superior control over residence time. 

Moreover, the flexibility of twin screw extrusion equipment allows this operation to 

serve more specific processing requirements 
55, 56

. Therefore, the twin screw extruder 

has been found to be more suitable for manufacturing nanocomposites using the melt 

intercalation technique 
31

.  

According to the direction of rotation and engagement of the screw, twin screw 

extruders can be categorized as follows: 

 Direction of rotation: The extrusion machine is termed as a counter-

rotating extruder if the two screws have the opposite direction of 

rotation, while it is known as co-rotation extruder when the two 

screws rotate in the same direction. Since co-rotating extruders 

provide better mixing and heating, they are more effective than the 

counter-rotating counterparts for favoring organoclay dispersion 
57

.  

 Interpenetration: Twin screw extruders are classified as 

intermeshing or non-intermeshing. Intermeshing TSEs are extruders 

where the flights of one screw protrude into the channel of the other 

screw. Therefore, these extruders provide positive conveying, 

extensional flows and back mixing, which facilitate the clay 

dispersion in the polymer matrix.   
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2.3.3 Process Variables and Product Properties  

In this section, we discuss the variables associated with control of the extrusion 

process. According to their measurement frequency, these variables, involving process 

variables and product properties, can be classified as follows: 

1. Process variables: These variables are often measured online, with the 

measurement rate being of the order of seconds and available without 

any delay. Usually, they are divided into process input/manipulated 

variables, u, (e.g., screw speed, feed-rates, composition, and barrel 

temperature), and process output variables, y, (e.g., die pressure, motor 

power, and melt temperature). 

2. Product quality variables: These variables, q, (e.g., melt index, 

molecular weight, clay dispersion, and viscosity), are often not 

measured online and are available after a delayed laboratory analysis (a 

few minutes to an hour). A number of techniques have been employed 

to predict the product quality variables from available process variables 
58-61

. 

3. End-use property variables: The measurements of these variables, w, 

(e.g., modulus, toughness, tear strength, and gas barrier properties), are 

obtained after every few hours or one day. Only a few studies predicted 

these property variables by inferential models 
62

.  

4. Customer feedback variable: The customer feedback information, z, is 

often received from the end-use customers after a few days or even 

months. Note that this variable is a binary variable: customers either 

accept the product, z = 1, or decline it, z = 0. Although this variable is 

vital to assure acceptable end-use product performance, it is completely 

missing from current control schemes. 

 

Selection of process manipulated variables and process controlled variables is 

required for the proper design of traditional control system (process control). As 

discussed by Seborg et al. 
63

, one of the criteria for selecting process input variables is 

that the barrel temperature is the least suitable manipulated variable because of the 

slow speed of correction. Further, the selection of process output variables is usually 

based on the control objectives. Note that the process output variables can be used as 
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controlled variables for product property control. Such process output variables needs 

to be identified judiciously based on their influence on the product property 

characteristics.   

2.4 Control of Extrusion Processes 

In this section, modeling and control of extrusion processes (especially twin 

screw extruder) are reviewed with a focus on polymer extrusion processes. Then, the 

challenges associated with the control of these processes are discussed.  

2.4.1 Literature Review  

Extrusion is a complex process and highly affected by unmeasured 

disturbances. Any disturbance in process variables can cause variations in end-use 

properties of the final product; therefore, understanding the types of disturbances is 

essential to the effective control of these properties. In general, the disturbances 

associated with an extrusion process can be classified as: 

1. Fluctuation: This kind of disturbances is mainly caused by the rotation 

of the twin screws in the barrel and the rotations of the feeder screws 
64

. 

The fluctuations are the dominant disturbances affecting the extrusion 

process 
65

, which may lead to undesired product properties.   

2. Bulk density: This disturbance occurs at the feed end because of 

compositional and property variations in the polymer feed 
66

. These 

disturbances often result in undesirable variability in product end-use 

properties. To reduce the effect of this disturbance, feed-rates can be 

used as the manipulated variables. 

3. Die resistance: These disturbances, often occurring during start-up or 

after step changes in operating conditions, result from abrupt changes 

in die resistance. This type of disturbances also contributes to variations 

in product properties 
66

. 
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To ensure acceptable product properties consistently and effectively in the 

presences of disturbances, it is necessary to understand the process of interest. 

Therefore, developing a good mathematical model for the extrusion process is 

extremely important, which is also a prerequisite for controller design 
67

. In this 

respect, three main modeling approaches are employed and discussed as follows. 

First-principles or mechanistic approach: This approach requires à-priori 

knowledge of the process, such as physical, chemical and other mechanistic 

knowledge. However, in most cases, the process physics for an extrusion process is 

either unknown or not well defined, which makes it difficult to build reasonably 

accurate process models by this approach. Moreover, these models, consisting of a set 

of coupled nonlinear equations (see, for example, Zagal et al. 
68

 and Choulak et al. 
69

), 

are usually computationally intensive to solve on-line, which makes it difficult to 

employ them for on-line control.  

Empirical approach: This approach employs input-output data to develop 

linear correlations. Since the input-output data are obtained entirely from process 

system identification, the key of this approach is the design of input excitations used to 

generate the output responses. Traditionally, step changes in input variables are 

employed to excite the process 
70, 71

; however, the resulting models can only capture 

the low frequency process characteristics. A different type of input signal, named 

PRBS (pseudo-random-binary-sequence) signal, has been designed to excite the 

process at both low and high frequencies (see, for example, Iqbal et al. 
72

 and 

Trifkovic et al. 
73

).   

Grey-box or hybrid approach: This approach combines both mechanistic and 

empirical methods. For example, Garge et al. 
62

 discussed the development of a hybrid 
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model for predicting key product properties such as tensile strength and toughness 

using pulse perturbation technique to generate the data. In another study, Iqbal et al. 
65

 

developed a gray box model for a twin screw extruder to predict the melt temperature 

and die pressure, where the model parameters were estimated from the input-output 

data obtained by exciting the system using by PRBS signals. This approach also needs 

some mechanistic information of the process, and how to combine such information 

and process data depends on the extrusion process under consideration.  

Very limited work has been done for effective control of polymer extrusion 

processes, and Table 2-1 presents a summary of current efforts towards on-line control 

of these processes. The literature review reveals the following insights regarding the 

control of polymer extrusion processes:  

1. The most popular control scheme for extrusion processes is model 

predictive control (MPC). Some researchers designed multiple-input 

multiple-output (MIMO) MPC to realize multivariate control of twin 

screw polymer extrusion processes. 

2. Most researchers employed the single loop control scheme for the 

regulation of product viscosity and molecular weight. One notable 

exception was Garge et al. 
39

, who designed and implemented a cascade 

multivariate control strategy for controlling product end-use properties.  

3. To the best of our knowledge, no studies have been carried out on 

control paradigms for ascertaining acceptable product end-use 

performance in the manufacture of polymer nanocomposites. 

 

The modeling and control of food extrusion processes are not included in this 

literature review, because (1) models of food extrusion processes hardly provide 

insights into the understanding of the polymer extrusion processes since plastic has 

complex rheology while food does not, and (2) food extrusion processes have 

completely different process characteristics and control objectives.  
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Table 2-1: Comparative study of different approaches to control twin screw 

extrusion processes 

References 
Control 

scheme 
a
 

Manipulated 

variables 
b
 

Controlled 

variables 
c
 

Polymers 
d
 

Ozbek et al. 
74

 MPC SS Mv PET 

Trifkovic et al. 
75

 MIMO MPC WT, SS ML, MT TPV 

Garge et al. 
39

 
Cascade 

MIMO MPC 
SS, FR 

IL: DP, MP, WF 

OL: ε, TS, T 

EBAGMA, 

EMAA 

Broadhead et al. 
76

 PI, MV FR ε EMMA, I 

 

 

a
 Model predictive control (MPC), multiple-input multiple-output (MIMO), 

proportional integral (PI), minimum variance (MV)  

b
 Screw speed (SS), WT (wall temperature), FR (feed rate) 

c
 Molecular weight (Mv), motor load (ML), melt temperature (MT), die pressure (DP), 

motor power (MP), weight fraction (WF), viscosity (ε), inner loop (IL), outer loop (OL), 

tensile strength (TS), toughness (T) 

d
 Poly(ethylene-terephthalate) (PET), thermoplastic vulcanizate (TPV), poly(ethylene-

butyl acrylate-glycidal methacrylate) (EBAGMA), poly(ethylene-co-methacrylic acid) 

(EMAA), sodium ionomer of poly(ethylene-co-methacrylic acid) (I) 
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2.4.2 Challenges in the Control of Extrusion Processes 

The literature review reveals the following challenges with regard to the 

control of extrusion processes: 

1. Extrusion is complex process with a variety of disturbances affecting 

the process variables, which in turn influence the product properties of 

the final product. Therefore, an adequate model is necessary for 

effective control of such a complex process. 

2. These processes are inherently multivariable and the process variables 

are highly interacting. Thus, multiple-input multiple-output model 

predictive control (MIMO MPC) is a better choice compared to 

traditional control schemes.  

3. It is difficult to guarantee acceptable product end-use performance even 

with good regulation of process variables (e.g., die pressure, motor 

power, etc.), product quality variables (e.g., viscosity, molecular weight, 

etc.), and end-use properties (e.g., tensile strength, toughness, etc.). As 

a result, customer feedback has to be incorporated in any cascade 

control scheme designed for controlling product properties. Since this 

variable is binary in nature, it is extremely difficult to model it with 

continuous product properties. Therefore, current control schemes do 

not incorporate customer feedback information.   

 

2.5 Proposed Framework 

To address these challenges, we have developed a framework for integrating 

product design with the appropriate control strategies required to achieve the target 

end-use characteristics consistently in the manufactured product. This framework is 

developed for general designed products, using polymer nanocomposites as a focusing 

problem.  

In product design, a specific type of polymer nanocomposites is designed 

according to the tailored application. Then, the appropriate equipment is selected to 
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manufacture the product (e.g., extruders), following which the operating conditions 

are optimized to achieve the end-use property specifications.  

Then, an appropriate control scheme needs to be designed to achieve the 

acceptable end-use performance consistently in the polymer nanocomposite product. 

Such a control scheme is responsible not only for regulating the process output 

variables and end-use properties, but also for incorporating customer feedback 

information, z, to guarantee acceptable end-use performance.  

To achieve these objectives, we propose a multivariable, cascade structure for 

the extrusion process shown in Figure 2-3, consisting of controllers at three levels: 

controller C1 for regulating the process output variables by adjusting process 

manipulated variables, controller C2 for controlling the end-use properties by 

manipulating the process output variables, and controller C3 for improving the product 

end-use performance by regulating the set-points of the end-use properties using 

customer feedback information. Besides these controllers, the controller set C0 (not 

shown explicitly), mostly as single loop proportional-integral (PI) controllers, includes 

the regulatory controllers for implementing basic control in the manipulated variables. 

While controllers C1 and C2 are designed as multiple-input multiple-output model-

based controllers, the controller C3 is going to be an unconventional controller because 

of the binary nature of customer feedback information.   

To compensate the infrequent measurements of end-use properties, inference 

models are necessary for predicting these variables at a sufficiently fast rate. For 

polymer nanocomposite materials, the level of clay dispersion is the most direct 

indicator of the end-use properties. Thus, developing such inference models requires 

an effective means for quantifying clay dispersion. Such a quantification method of 
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clay dispersion is proposed and validated in this thesis (see Chapter 4), while the 

development and implementation of these inference models are reserved for future 

work (see Chapter 8).  

In addition to inference models, models for designing the above-mentioned 

controllers are also required and involve the following models: (i) Muy – a model that 

links the manipulated variables, u, to process output variables, y, (ii) Myw – a model 

relating the process output variables, y, to end-use properties, w, and (iii) Mwz – 

relating the end-use properties, w, to the customer feedback information, z. Of these, 

the model Muy, as an indispensable component of model predictive control, has been 

discussed extensively 
65, 68, 69, 72, 73, 77

; the models Myw and Mwz, on the other hand, are 

rarely discussed, not to mention incorporated in control schemes. Besides, the model 

Mwz needs to be developed using nontraditional modeling methods because end-use 

properties are continuous while the customer feedback data are binary. 
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Figure 2-3: Proposed structure for end-use property control of an extrusion process 

for manufacturing polymer nanocomposites (explicitly incorporating 

customer feedback) showing nested multivariable, multiple-rate feedback 

loops  
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2.6 Example Application of Polymer Nanocomposites 

The proposed framework is illustrated by manufacturing polymer 

nanocomposites using extrusion processes for packaging films. Specifically, the niche 

application is the packaging of cereals and cookies/crackers.  

Based on this tailored application, a polymer nanocomposite system will be 

designed, following which the appropriate processing protocol and corresponding 

extrusion equipment will be determined. Then, the operating conditions required to 

achieve desired end-use performance are determined in a systematic way. These major 

components in product design will be discussed in detail in Chapter 3.   

Next, the proposed multivariable, multiple-rate control scheme is used to 

manufacture the designed polymer nanocomposites in order to achieve the customer‘s 

requirement consistently. The design and implementation of the three controllers are 

detailed in Chapter 5, Chapter 6, and Chapter 7. 

2.7 Conclusions 

In this chapter, we have laid the foundation for the remaining part of the thesis. 

We first reviewed the current state of the art in manufacturing polymer 

nanocomposites based on extrusion processes. Then, we presented a fundamental 

description of the extrusion processes. Further, a literature review on the control of 

extruders was discussed extensively, and the challenges associated with the control of 

extrusion processes were presented. These challenges are addressed by the proposed 

framework of integrated product design and appropriate control strategies for assuring 

acceptable product performance, which is the essence of this thesis. Finally, we 

introduced the example application of polymer nanocomposites, based on which the 
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development and implementation of the proposed framework are illustrated in the 

following chapters.  



 26 

Chapter 3 

SYSTEMATIC PRODUCT DESIGN OF POLYMER NANOCOMPOSITES 

3.1 Introduction 

To manufacture tailor-made products designed for a specific application, it is 

necessary first to go through ―product design‖. As discussed in Chapter 1, the primary 

objective of product design is to determine manufacturing material, consequent 

manufacturing process, and required operating conditions. Therefore, a systematic 

product design involves three steps: (i) translating customer needs for a specific 

application (e.g., packaging films in our case) into a particular type of polymer 

nanocomposites, (ii) choosing an appropriate manufacturing process to produce the 

material determined in step one, and (iii) determining required melt processing 

conditions to achieve customer‘s specifications and high level of clay dispersion. 

Since the dispersion is the key factor to achieving desired product performance, it is 

imperative to identify critical factors that strongly affect clay dispersion, which is 

another step included in product design. In sections 3.2 through 3.5, we discuss these 

steps of product design and illustrate these steps via our specific application on 

packaging films. 

The next step is to design an appropriate control scheme to maintain the melt 

processing conditions and control the dispersion via identified critical factors. 

However, before analyzing the relevant control issues, it is useful to understand the 

selected manufacturing process. Section 3.6 provides the necessary insight into the 

specific manufacturing process chosen in section 3.3. 
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3.2 Product Specification 

The manufacturing material is determined according to customer‘s needs for a 

specific application. In this illustrative example, the manufacturing material is to be 

used in packaging films; the required product attributes are therefore enhanced 

mechanical properties, good clarity, and improved barrier properties. To fulfill 

required attributes, polymer-clay nanocomposites based on a structurally modified 

copolymer of polyethylene, Surlyn
®
 8945 (sodium ionomer of poly(ethylene-co-

methacrylic acid) (Na ionomer)), were selected as the manufacturing materials, as this 

type of materials offers significant improvements in both barrier properties and 

mechanical properties by addition of low concentration of clays 
78

. We chose an 

organically modified MMT, Cloisite
®
 20A, modified by quaternary ammonium salt 

was chosen as the reinforcement since it demonstrates the best ability to improve the 

clay dispersion in the Na ionomer 
19

. 

3.3 Melt Mixing Masterbatch Process 

The melt intercalation technique was employed to manufacture the polymer 

nanocomposites for achieving good clay dispersion (see Chapter 1). This technique 

includes dispersing organoclays directly in the polymer matrix via mixing equipments 

and can be applied through many different methods. There are two key issues related 

to this technique: the selection of appropriate mixing equipments and the 

determination of a mixing protocol. 

In melt intercalation technique, nanocomposites have been formed using a 

variety of polymer processing equipments, such as the single-screw extruder 
79, 80

, the 

twin screw extruder 
81, 82

, the twin-screw microextruder 
83, 84

, and batch mixers 
28, 85

. 
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Since the twin screw extruder (TSE) has proven to be the most effective for 

facilitating the clay dispersion 
5, 24

, it is ideal for preparing polymer nanocomposites. 

Typically, two mixing protocols that can be used to prepare the 

nanocomposites: a direct mixing method (one-step mixing) and a masterbatch method 

(two-step mixing). In the direct mixing method, polymer and clay are dry-premixed or 

separately fed to the mixing equipment in the desired amounts to obtain desired clay 

concentration, while in the two-step masterbatch method, clay-rich masterbatches are 

first prepared in one mixing unit and then diluted with the polymer melt to desired 

clay concentration in another unit. Since increasing the number of passes through the 

mixing equipment leads to higher clay particle dispersion 
26

, the two-step masterbatch 

method, which introduces two passes, is more effective than the one-step mixing 

method 
29, 86, 87

.  

Therefore, we employed a TSE to perform the melt mixing masterbatch 

process, which includes the following steps: Initially, masterbatches containing 25 wt. 

% organoclay were prepared by melt blending in a co-rotating, intermeshing TSE to 

achieve good organoclay dispersion in the masterbatches; subsequently, the clay-rich 

masterbatches and polymer pellets were dried in a vacuum oven at 65 C for a 

minimum 48 hours. This is followed by a dilution step where Na ionomer is added to 

the clay-rich masterbatch in a twin-screw microextruder (15-mL micro compounder, 

DSM Xplore
®
, DSM Research, Geleen, The Netherlands (DSM)) to achieve a desired 

concentration.  

After the DSM batch process, the materials were injection molded using a 

DSM Xplore
®

 10-mL injection molding machine to obtain tensile bars (ASTM D 638, 

Type V). The melt temperature was the same as the temperature set in the 
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microextruder, and the mold temperature was 50 C. The injection and holding 

pressures were set to 10 bars and 16 bars, while injection and holding times were 15 s 

and 60 s, respectively.  

3.4 Process Design 

Besides the properties of the polymer matrix, the organic modifier of the 

nanoclays, and the mixing method/equipment, the processing conditions have been 

reported to have important effects on the dispersion of the organoclay. Currently, 

researchers are primarily concentrated on nanocomposites prepared by direct mixing 

method using equipment such as TSE and batch mixers. Several studies reported that 

processing parameters in the TSE process such as the residence time 
26, 86, 88

, screw 

speed 
33, 34

, and feed rate 
33, 34

, are significant on the exfoliation of organoclay, while 

processing temperature 
5, 33

, as long as it is within a certain range, does not affect the 

clay dispersion. Some researchers studied the processing conditions of batch mixers 

on the structure and properties of nanocomposites and found that mixing time 
30, 35, 89, 

90
, temperature 

30, 35, 89
, screw speed 

30, 35, 84, 90
, and nanofiller amount 

35, 89
 strongly 

affect the clay particle dispersion.  Some of these studies determined the optimal 

processing conditions that achieve significant improvements in mechanical properties 

of the product 
30, 35, 89

, using experimental design and empirical modeling.  

Until recently, only a few researchers have attempted to explore the effects of 

processing conditions on clay dispersion in nanocomposites produced by the two-step 

masterbatch method. For example, Domenech et al. 
91

 prepared nanocomposites by 

twin screw extrusion using a pre-compounded masterbatches. However, they only 

studied the processing conditions in the dilution TSE process of the masterbatch 

method, which is essentially no different from the direct melting method by TSE. 
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Another group, Besco et al. 
32

, first prepared the masterbatches by TSE at two 

different screw speeds (i.e., high and low) and then diluted the masterbatches via two 

mixing units, a TSE and a single screw extruder, at high and low screw speeds. They 

found that a combination of masterbatches manufactured at high screw speeds and the 

dilution in TSE at high screw speeds leads to the best clay particle dispersion in the 

composites. However, this study neither considered the effect of feed rate nor 

provided optimal processing conditions with regards to desired mechanical properties. 

In the remaining part of this section, we present a comprehensive study to 

evaluate the effects of processing conditions of both masterbatch process and dilution 

process on the clay dispersion. Also, the optimal processing conditions are determined 

to achieve high level of exfoliation as well as desired mechanical properties. The 

processing conditions of DSM dilution process were studied first due to the potential 

time and cost saving. Besides, the systematic process design of the DSM batch system 

will provide insights into process design for the TSE process. 

3.4.1 Process Conditions of the DSM Micro Compounder 

As mentioned earlier, the batch processing parameters potentially affecting the 

dispersion and mechanical properties are mixing time, temperature, and screw speed. 

Clay concentration is also expected to affect mechanical properties strongly 
35, 89, 92

; 

for Na ionomer-based nanocomposites, increasing clay concentration can improve the 

stiffness/modulus but at a cost of sacrificing toughness/elongation 
93

. Therefore, it is 

imperative to determine optimal combination of the processing parameters and clay 

concentration to achieve an acceptable manufactured product.  

To this end, a systematic procedure based on the statistical design of 

experiments (DoE) was employed. Four factors (mixing time, screw speed, 
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temperature, and clay concentration) and two response variables (stiffness and 

toughness) were considered in the DoE. The stiffness and toughness were represented 

by 1% secant modulus and elongation at break, respectively, which were determined 

by testing the tensile bars on an Instron
®

 universal test machine according to ASTM D 

638. The crosshead speed was 0.51 cm/min, and five samples were tested for each 

state.        

 With four potential factors, a two-step DoE strategy was designed: (i) 

screening experiments were performed to determine which of the four variables are 

significant, and (ii) optimization studies were carried out to determine the optimal 

settings for the significant factors required to achieve the desired response variable 

levels (i.e., stiffness and toughness). 

3.4.1.1 Screening Experiment 

A 2
4-1

, resolution IV fractional factorial design of experiment was employed 

for screening the four DSM factors to determine which ones have statistically 

significant effects on the responses. The experimental conditions (see Table 3-1) and 

the ―high‖ and ―low‖ values were carefully chosen to ensure chemical stability of 

polymers and organoclays. Two replicates were included for each condition to test the 

reproducibility of the process. Experimental sequence was randomized to minimize 

the sample preparation error.  
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Table 3-1:  2
4-1

 fractional factorial design of experiment for screening important 

DSM factors on secant modulus and elongation at break 

 DSM factors Measured responses 

State 

No. 

Time 

(min) 

Temp 

(°C) 

Screw speed 

(rpm) 

Clay conc. 

(wt. %) 

Secant modulus 

(MPa) 

Elongation 

(%) 

15 5 240 240 3 178.23 311.91 

7 5 240 240 3 192.05 333.15 

5 5 180 240 10 203.00 175.35 

9 5 180 60 3 197.82 204.80 

8 15 240 240 10 328.97 231.58 

14 15 180 240 3 210.51 194.30 

12 15 240 60 3 194.58 284.32 

3 5 240 60 10 310.72 272.06 

4 15 240 60 3 192.93 292.13 

6 15 180 240 3 186.57 193.04 

16 15 240 240 10 317.01 227.30 

2 15 180 60 10 309.83 165.12 

13 5 180 240 10 293.80 155.42 

10 15 180 60 10 188.87 151.66 

1 5 180 60 3 339.73 182.21 

11 5 240 60 10 338.46 234.40 
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The statistical analysis performed via Minitab
®
 (see Table 3-2) revealed that 

clay concentration has a statistically significant effect on the 1% secant modulus 

(stiffness), while three factors – mixing time, temperature, and clay concentration – 

have statistically significant effects on elongation at break (toughness); the interaction 

between mixing time and screw speed was significant in both responses. 

Further investigation of the interaction term is required, since 2-way 

interactions are confounded with the other 2-way interactions in a resolution IV 

fractional factorial design 
94

. The results show that screw speed has no significant 

effect on either response, which indicates that the significant interaction, initially 

identified as between residence time and screw speed, is actually between the other 

two factors, i.e., mixing time and temperature. Consequently, mixing time, 

temperature, and clay concentration were determined to have significant effects on 

stiffness and toughness, while screw speed had no significant effect on mechanical 

properties in the DSM dilution process.  

Table 3-2: Screening test results for the effects of DSM factors on polymer 

nanocomposite mechanical properties. Factors with p-values less than 

0.05 are considered significant at α = 0.05 significance level (bold) 

 
p-values for secant 

modulus 

p-values for 

elongation 

Main effects 

Time 0.57 0.05 

Screw speed 0.58 0.54 

Temp 0.46 0.00 

Clay conc 0.02 0.00 

Interactions 

Time and temp 0.49 0.10 

Time and screw speed 0.05 0.05 

Temp and screw speed 0.58 0.91 
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Discussion of Results 

To study how the DSM processing conditions affect the dispersion from a 

physical point of view, it is necessary to introduce the mechanism of the formation of 

nanocomposites in melt processing. As Dennis et al 
31

 proposed, two pathways are 

related to the formation of nanocomposites in melt processing: (i) large organoclay 

particles are broken up into dispersed stacks of tactoids and small stacks of platelets, 

and (ii) the polymer chains diffuses in the clay galleries (the space between platelets). 

Pathway one requires shear intensity, while pathway two is facilitated by mixing time 

and temperature. Therefore, the results of screening experiments, which show that 

screw speed does not have a significant effect on the mechanical properties, indicate 

that the dominant pathway in the dilution process is polymer diffusion (pathway (ii)), 

while the structures of clay platelets (pathway (i)) are mostly determined during the 

preparation of the masterbatches. 

3.4.1.2  Optimization Study 

Based on the results of screening experiments, a response surface (face-

centered cubic) experimental design was carried out to determine the optimal settings 

for the three significant factors for obtaining products with high secant modulus 

without sacrificing elongation at break. Specifically, the desired 1% secant modulus 

and elongation at break were set in the ranges of 225 – 230 MPa and 245 – 255 %, 

respectively. The experimental conditions investigated are provided in Table 3-3 with 

the screw speed set at 100 rpm for all conditions. The centerpoint run conditions were 

performed with six replicates to determine the reproducibility of the process. 

Additionally, a random experimental sequence was implemented to minimize sample 

preparation error.  
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Table 3-3: Face-centered response surface design of experiment for optimizing the 

screened DSM factors to achieve desired secant modulus and elongation 

at break 

State 

No. 

Significant DSM factors Measured responses 

Time 

(min) 

Temp 

(°C) 

Clay conc. 

(wt. %) 

Secant 

modulus 

(MPa) 

Elongation 

(%) 

10 15 210 6.5 246.56 250.33 

5 5 180 10.0 323.30 191.25 

13 10 210 3.0 171.50 320.11 

12 10 240 6.5 227.15 311.61 

4 15 240 3.0 162.56 409.12 

11 10 180 6.5 264.83 179.64 

20 10 210 6.5 235.66 277.45 

19 10 210 6.5 235.70 246.24 

8 15 240 10.0 374.20 105.74 

7 5 240 10.0 370.43 123.38 

17 10 210 6.5 258.67 221.24 

18 10 210 6.5 269.73 226.56 

15 10 210 6.5 261.54 243.21 

2 15 180 3.0 208.43 220.49 

3 5 240 3.0 182.83 329.16 

1 5 180 3.0 199.08 202.19 

14 10 210 10.0 342.01 178.14 

16 10 210 6.5 265.45 227.39 

9 5 210 6.5 267.06 230.72 

6 15 180 10.0 359.18 146.01 
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Using response surface methodology, it is possible to establish quantitative 

relationships between factors (i.e., significant DSM factors) and response variables 

(i.e., stiffness and toughness). In general, the model is a low-order polynomial, shown 

as follows:  

                  
             3-1 

 

where   is the response,   is the parameter,    is a constant,    is the coefficient of 

individual factors,     is the coefficient of squared factors, and     is the coefficient of 

interactions. 

Based on the results shown in Table 3-3, regression analysis carried out using 

Minitab
®
 was applied to determine the coefficients associated with each response. The 

results of analysis are presented in Table 3-4.  

Table 3-4: Response surface experimental results: model coefficients for secant 

modulus and elongation at break as a function of residence time, 

temperature, and clay concentration 

Terms 
Model coefficient of 

secant modulus 

Model coefficient 

of elongation 

Linear  

terms 

Time 0.377 4.608 

Temp -0.330 7.763 

Clay conc. -21.427 102.014 

Square 

terms 

Time   Time 0.412 -0.555 

Temp   Temp -0.001 -0.010 

Clay conc.   Clay conc. 0.368 -0.431 

Interaction 

terms 

Time   Temp -0.051 0.074 

Time   Clay conc. 0.361 -1.151 

Temp   Clay conc. 0.148 -0.504 
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    With these models, contour plots for secant modulus and elongation at break 

were generated and are presented in Figures 3-1 and 3-2, respectively. A contour plot 

consists of a 2-dimentional collection of equipotential curves of  , as a function of two 

independent variables  . Therefore, these figures visualize how each response behaves 

with respect to two factors at a constant value of the third factor, and they also help to 

identify the optimal settings that achieve the desired values of the responses.  

The contour plot for secant modulus, shown in Figure 3-1, presents nonlinear 

behavior in the mixing time versus temperature panel, suggesting that factor 

interaction is as important as individual variables for the secant modulus response. 

 

Figure 3-1: Contour plot for the stiffness (secant modulus) as a function of time and 

mixing temperature (with clay concentration held at 5 wt. %) 
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On the other hand, the contour plot for elongation at break, shown in Figure 

3-2, suggests that elongation at break increases as the temperature increases, while it 

does not have significant change with increasing residence time.  

 

Figure 3-2: Contour plot for the toughness (elongation at break) as a function of time 

and mixing temperature (with clay concentration held at 5 wt. %) 
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Next, it is necessary to determine the optimal settings for achieving the desired 

property requirements. This was accomplished by overlaying the two contour plots for 

secant modulus (Figure 3-1) and elongation at break (Figure 3-2). The resulting 

overlaid contour plots are shown in Figure 3-3. Feasible regions occur where the 

objectives are met simultaneously in the overlaid contour plots. Given the desired 

values for secant modulus (225 – 230 MPa, shown in red lines) and elongation at 

break (245 – 255 %, shown in green lines), the feasible regions are represented as the 

white regions in Figure 3-3. The optimal clay concentration for this system is 

approximately 5 wt. %, which is consistent with Wetzel‘s report 
93

.  

These results lead to the following conclusion: The optimal settings for the 

DSM processing conditions and clay concentration for obtaining product with desired 

stiffness and toughness are a screw speed of 100 rpm, a mixing time of 5 min, a melt 

temperature of 210 °C, and a clay concentration of 5 wt. %. 
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Figure 3-3: Overlaid contours for the stiffness and the toughness showing feasible 

region for desired optimum. The region between red lines is desired for 

secant modulus, while the region between green lines is desired for 

elongation at break. Therefore, the overlapping regions, the white regions, 

are the feasible regions 
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3.4.2 Processing Conditions of Twin-Screw Extruder 

Since organoclay dispersion is the key to obtaining enhanced mechanical 

properties, it is necessary to evaluate and optimize the effects of the TSE processing 

parameters (i.e., screw speed and feed rate) on clay dispersion in the masterbatches. 

Since a temperature of 210 °C was determined to facilitate clay dispersion in DSM 

dilution process, a temperature range of 180 – 210 °C was set in the TSE (see the 

temperature profile in Figure 3-5). For the specific polymer nanocomposite used in 

this study, the manufactured masterbatches contain 25 wt. % organoclay, which was 

determined by previous work in DuPont. Note that the feed-rate is a total feed-rate (the 

sum of polymer feed-rate and organoclay feed-rate). 

The organoclay dispersion was quantified by stiffness (1% secant modulus) of 

the final product, where larger values of the secant modulus correspond to better 

dispersion of organoclay 
42

. The optimal DSM processing conditions determined in the 

previous section were used in the masterbatch diluting process. 

A face-centered cubic response surface design with experimental conditions 

indicated in Table 3-5 was employed in evaluating the effects of the TSE processing 

parameters, screw speed (N) and feed rate (Q), on the secant modulus of the final 

product. The ranges of the conditions were determined by the capabilities of the 

extruder and the feeders. Five centerpoint run condition replicates were performed to 

determine the reproducibility of the process. Moreover, a random sequence of 

experiments was implemented to minimize the sample preparation error. 
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Table 3-5: Face-centered cubic response surface design of experiment for 

optimizing the TSE factors to achieve desired dispersion level in the 

masterbatches 

State 

No. 

TSE factors Response 

Screw speed 

(rpm) 

Feed-rate 

(lb/h) 

Secant modulus 

(MPa) 

5 300 10 217.97 

7 500 5 208.75 

3 300 15 230.62 

11 500 10 216.86 

8 500 15 225.13 

10 500 10 218.41 

2 700 5 205.85 

13 500 10 211.29 

6 700 10 206.92 

12 500 10 211.82 

9 500 10 215.62 

1 300 5 221.19 

4 700 15 218.50 
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The results of statistical analysis carried out by Minitab
®
 are shown in Figure 

3-4. Recalling that large values of the secant modulus indicate better dispersion of 

organoclay, the contour plot reflects that organoclay dispersion improves as screw 

speed decreases and feed-rate increases, which means that the dispersion increases 

with high Q/N ratio. These findings are consistent with a recent study of Bigio‘s group, 

where an increase in the dispersive mixing with high Q/N ratio was reported 
95

. 

Based on the results, a screw speed of 300 rpm (the lowest screw speed) and a 

feed-rate of 8 lb/h were selected as the operating condition that facilitates the clay 

dispersion in the masterbatches. Although Figure 3-4 suggests that a maximal feed-

rate, 15 lb/h, will yield the stiffest product, a feed-rate of 8 lb/h was chosen instead. 

The rationale of such a choice is related to the process physics, which will be 

discussed in the next section.   
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Figure 3-4: Contour plot for the stiffness as a function of screw speed and feed rate  
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3.5 Dispersion Sensitive Factor Identification 

The key to producing nanocomposites with target performance is to ensure 

desired dispersion of clay particles in the polymer matrix, which in turn affects the 

end-use properties. For an effective control of end-use properties, the ideal 

manipulated variables must be sensitive to the clay dispersion. As a result, a control 

diagram directly incorporating regulation of end-use properties needs to be designed 

and implemented effectively in the manufacturing process. However, the TSE 

processing variables, such as screw speed and feed rate, do not satisfy this requirement. 

From Figure 3-4, it is observed that the range of stiffness between the lowest and 

highest magnitude of stiffness is approximately 25 MPa, which is not significant 

enough to demonstrate the change in clay dispersion.  

Alternatively, as the types of amine surfactants used to modify clays have 

significant effects on organoclay dispersion in the polymer matrix, it is reasonable to 

use the organoclay types to alter the clay dispersion. For our specific Na ionomer-

based polymer nanocomposites, two organically modified clays, Cloisite
®

 20A (20A) 

and Cloisite
®
 93A (93A), were used as reinforcement. Both organoclays were 

prepared by a cation exchange reaction between Na-MMT and ammonium surfactants. 

The surfactant used to prepare 20A was a quaternary ammonium surfactant with two 

long-alkyl tails (di-methyl bis(hydrogenated) tallow), i.e., M2(HT)2 
15

, while the 

surfactant used to prepare 93A was a ternary ammonium surfactant with two long-

alkyl tails (methyl di(hydrogenated) tallow), i.e., M1H1(HT)2, where M is for methyl, 

H is for hydrogen, and HT is for hydrogenated tallow oil. Since 93A is treated with a 

more polar modifier (M1H1(HT)2), it appeared to be thermodynamically incompatible 

with the Na ionomer, which results in poor organoclay dispersion 
93

. Therefore, the 

organoclay mixture of 20A and 93A were used to reinforce the polymer matrix, and 
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the 20A concentration in the mixture is the ideal candidate for the manipulated 

variable to regulate the clay dispersion. 

To incorporate the 20A concentration in the control diagram, a third feeder 

must be used for 93A to change the 20A concentration dynamically. The 93A feeder 

available can only run as high as 0.8 lb/h. Under this limitation, we have to maintain 

the organoclay concentration in masterbatches at 25 wt. % and at the same time be 

able to adjust the 20A concentration. Also, as previously discussed in section 3.4.2, a 

higher total feed rate is desired since it leads to better dispersion. Given these 

considerations, a total feed-rate of 8 lb/h was selected as the TSE operating condition, 

and an initial 20A concentration of 70% was determined. 

3.6 Detailed Process Description 

The proposed product design needs to be integrated with an appropriate control 

scheme for the manufacturing process to ensure the properties of polymer 

nanocomposites aligning with customer specifications. Using a melt mixing 

masterbatch method as the manufacturing process, the specific experimental system 

that is used to illustrate the design and implementation of the control strategy involves 

the mixing of Na ionomer polymer and organoclay mixture of 20A and 93A to 

manufacture masterbatches in a Coperion W&P ZSK-18mm co-rotating, intermeshing 

twin screw extruder. Other components of the experimental process includes separate 

Ktron
®
 feeders for polymer, organoclay 20A, and organoclay 93A, thermocouples, 

pressure transducers, a cold-water quench bath, and a pelletizer mounted onto the 

machine. 

The key features of the twin screw extruder are listed as follows. The polymer 

pellets and the organoclay powder were fed from two different hoppers: Polymer in 
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the main feeding hopper while organoclay mixture in the side feeding hopper (see 

Figure 3-5). The screw length-to-diameter ratio is 41, and the screw configuration and 

temperature profile are shown in Figure 3-5. It consists of forward conveying elements 

and three sets of kneading discs with the first and the third ones followed by a reverse 

conveying element. The function of the first set of kneading discs is to melt the solid 

polymer feed, while the second and third sets are used for mixing the polymer melt 

and the organoclay powder effectively. 

 

Figure 3-5: Screw configuration and temperature profile in the twin-screw extruder  
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A specialized data acquisition (DAQ) system developed by DuPont, the 

“Extrusion Pulse Analysis System‖ (EPAS) 
96, 97

, was employed for data acquisition 

of process variables. The signals wired to the EPAS front end are screw speed, feed-

rates for three feeders, motor power, die pressure, and exit melt temperature (see 

Figure 3-6). This DAQ system was employed to collect process data for controller C1, 

which will be discussed in Chapter 5. 

 

Figure 3-6: The architecture of the EPAS for data acquisition 
96

 (the twin screw 

extruder is used to manufacture clay-rich masterbatches)  
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3.7 Conclusions 

Systematic product design is a premise to manufacture products designed for a 

specific end-use application in a continuous fashion. In product design, the customer 

needs are first translated into specific materials, following which the manufacturing 

process is designed and the required operating conditions are determined. In this 

chapter, we illustrated the systematic procedure of product design using a specific 

example of product design for packaging films.   

In the packaging film example, according to the packaging application, the 

manufacturing product was initially determined to be polymer nanocomposites with 

Na ionomer as the polymer matrix and an organically modified MMT as the 

reinforcement. Then, a two-step melt mixing masterbatch method was employed to 

manufacture the material. Specifically, we selected the TSE for producing clay-rich 

masterbatches and the DSM micro compounder for diluting the product to the desired 

clay concentration. Subsequently, we determined the optimal settings for the DSM 

processing conditions and clay concentration (screw speed – 100 rpm, mixing time – 5 

min, melt temperature –  210 °C, and clay concentration – 5 wt. %) required to obtain 

product with desired end-use properties (e.g., stiffness and toughness) through a series 

of experimental designs. Finally, we selected TSE processing conditions as a screw 

speed of 300 rpm and a total feed-rate of 8 lb/h to obtain high level of clay dispersion.  

Another component of product design is to identify factors that strongly affect 

clay dispersion. The successful performance of an effective property control of 

polymer nanocomposites strongly depends on the selection of appropriate manipulated 

variables that have significant effects on clay dispersion. We found that the organoclay 

type has a significant effect on the clay dispersion, which strongly affects the 

mechanical properties in turn: Cloisite
®
 20A improves the clay dispersion, while 
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Cloisite
®
 93A deteriorates the extent of clay exfoliation. Therefore, the 20A 

concentration in the 20A and 93A mixture was identified as the factor that is sensitive 

to clay dispersion, and the 20A concentration will be used as the manipulated variable 

for the product property control. Finally, the details of the TSE process was introduced, 

based on which the multivariate multiple-loop control scheme (see Figure 2-3) will be 

developed and implemented in the following chapters.  
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Chapter 4 

QUANTIFICATION OF CLAY DISPERSION 

4.1 Introduction 

 Because the degree of clay dispersion within the polymer matrix is the key to 

obtaining desired product properties, any rational strategy for manufacturing polymer 

nanocomposites (PNC) that will meet prescribed product property targets consistently 

requires a means for quantifying clay dispersion. In practice, it is customary to 

characterize the dispersion level of clay layers by such techniques as X-ray diffraction 

(XRD) 
98, 99

, transmission election microscopy (TEM) 
25, 82, 99-102

, rheological 

measurements 
25, 103, 104

, atomic force microscopy (AFM) 
105

 and nuclear magnetic 

resonance (NMR) 
106, 107

, with XRD and TEM being the most widely used. While 

XRD is effective in most cases, it is often incapable of distinguishing what should be 

classified as immiscible from what is delaminated 
99, 108

. On the other hand, TEM, 

with its visual representation of clay dispersion, provides a much more direct and 

reliable method for determining the degree of dispersion than XRD. However, in 

principle, these techniques allow only qualitative evaluation of the degree of clay 

dispersion.  
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4.1.1 Previous Efforts for Quantifying Dispersion 

To date, the few techniques available for quantitative analysis of the degree of 

layered silicates dispersion are based on TEM image analysis and fall into the 

following two categories. 

1). Distance measurement based method. Eckel et al. 
109

 quantified the 

dispersion of clay particles with linear intercept distances, determined by placing an 

array of parallel lines across TEM micrographs and then dividing the total length of 

the lines by the number of times the lines intersect the clay particles. A smaller line 

intercept distance, indicating a larger number of particles along the lines, indicates 

better dispersion. However, this method is based on average distances, an aggregate 

metric not truly representative of the actual distribution of the spacing between 

particles (since it is possible for differently distributed spacings could end up with 

identical averages); the metric is also highly dependent on clay loading and clay 

orientation. Luo and Koo 
110

 developed a quantification method based on relating the 

degree of dispersion to the ―free-path distance‖, the distance between single platelets 

along parallel lines superimposed on TEM images. A histogram of the free-path 

distance was then obtained from TEM image analysis and fitted to a log-normal 

model. A dispersion parameter, D0.1, defined as the probability of the free-path 

distance falling in the range of μ ± 0.1μ (where μ is the mean value of the free-path 

distance), was then calculated from the log-normal model. They noted that for 

exfoliated composites, D0.1 > 8%, while 4% < D0.1 < 8% for intercalated composites. 

This method is effective for exfoliated and intercalated microstructures with small size 

tactoids and provides critical values for systems with different dispersion levels. 

However, for a microstructure containing larger agglomerations, the method is 
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ineffective because of the inherent difficulty in determining distances within the large 

agglomerations accurately. To rectify this problem so that agglomerations can be 

adequately taken into consideration, Tyson et al. 
111

 modified the Luo and Koo‘s 

method by introducing an agglomeration parameter A in addition to D0.1. The 

parameter A0.3, representing the total number of particles in the range of μ ± 0.3μ, was 

then calculated from the log-normal model fitted to the histogram of particle size data 

(including agglomerations). By its definition, a lower value of A0.3 indicates lower 

agglomeration. The dispersion parameter D0.1 and agglomeration parameter A0.3 are 

considered simultaneously in determining dispersion. This method was shown to be 

effective when applied to carbon nanotubes (CNTs) within aqueous solutions; but it 

does not work well with agglomerations of uniform dimensions. Also, as noted in 

Bray et al. 
112

, there are no formal statistical assessment of the validity of the 

probability model assumptions on which these methods are based.   

2). Particle analysis based methods. Dennis et al. 
31

 and Fornes et al. 
25

 

proposed clay particle density, the number of platelets or intercalates per unit area, as 

a quantitative means of comparing the degree of dispersion in different samples. 

According to the proposition, a higher clay density should indicate better dispersion. 

However, this metric is clearly dependent on clay loading and therefore cannot be 

used universally. An alternative method proposed by Nam et al. 
113

 involves 

measuring the clay particle length Lclay and thickness dclay of dispersed clay particles, 

and the correlation length ξclay between dispersed layers (the space distance 

surrounded by the dispersed clay particles), and using them to estimate the average 

number of individual layers in a clay stack. However, this method is also based on 

averages, which are non-unique representations of full distributions of the Lclay, dclay, 
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and ξclay measurements. Recent studies 
82, 100-102, 114, 115

 characterize the dispersion of 

clay particles with an additional parameter, aspect ratio of the clay stack. For example, 

Paul and coworkers in Lee et al. 
100

, Shah et al. 
101

, Kim et al. 
102

, and Spencer et al. 
82

 

used measurements of number-/weight-average particle length (    ,      ), number-

/weight-average particle thickness (   ,      ), and number-/weight-average aspect ratio 

(        ,         ) to characterize the dispersion levels of clay particles, concluding that 

higher aspect ratios indicate lower number of platelets in a stack, and hence 

correspond to better dispersion. The distributions of these parameters were available; 

however, these distributions were only used to provide qualitative description about 

clay dispersion. Carastan et al. 
114

 and Vermogen et al. 
115

 categorized clay particle 

formations in nanocomposites into several discrete groups (such as ―individual 

sheets‖, ―thinner tactoids‖, ―thicker tactoids‖, and ―agglomerates‖) according to the 

number of platelets in each particles. Each categorical group was then characterized by 

such metrics as mean thickness, mean length, and aspect ratio. These groups are 

subsequently used as the basis for characterizing the dispersion state of a polymer 

nanocomposite sample in terms of the relative frequency of occurrence of each group 

in the sample in question. For example, the predominance of micron size agglomerates 

in a PNC sample indicates poor dispersion, as opposed to the predominance of 

―individual sheets‖.  The methodology is thus based on a bar chart representation of 

the composition of the particles in each sample, indicating the relative amount of the 

―basis groups‖ represented in the sample. Such a representation is thus only visual and 

does not provide an absolute, single quantitative characterization of the actual extent 

of dispersion in each sample. 
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4.1.2 Objectives and Approaches 

The aim of this chapter is to propose an alternative quantification method for 

evaluating layered silicates dispersion based on a probabilistic analysis of particle 

length distributions obtained from TEM images. The approach is based on a formally 

validated probability model of particle length distribution and uses the model 

parameters to quantify clay dispersion directly. In this chapter, we first present 

fundamental arguments to justify the appropriateness of a proposed probability model 

for characterizing the distribution of clay particle lengths in polymer matrices in 

section 4.2.1. The resulting particle length distribution (PLD) model is then validated 

with experimental data in section 4.2.2 before we discuss how to quantify dispersion 

with the PLD characteristic parameters in section 4.2.3. Finally, the proposed 

technique is demonstrated experimentally by using it to quantify the dispersion of 

polymer nanocomposites with distinct dispersion characteristics that were produced in 

our laboratory in section 4.3. 

4.2 Quantification Method Development 

4.2.1 Characterizing Particle Length Distributions 

Our quantification method is based on appropriate probability distribution 

function (pdf) to describe particle lengths. In polymer nanocomposites, the particle 

length, defined as the length of a single dispersed platelet or an agglomerate of 

platelets, as depicted in Figure 4-1 
25

, is not uniform for several reasons. First, the 

length of each platelet in a particle is non-uniform. Secondly, a particle consists of one 

or more platelets, so that the number of platelets in each particle varies randomly from 

one particle to another (Figure 4-1 a). Finally, how the platelets are stacked to form a 

particle is also non-uniform so that two particles with the same number of platelets 
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may still have difference effective lengths (Figure 4-1 b). Consequently, the particle 

lengths of layered silicates in a polymer matrix are randomly distributed over a range 

of values which in practice can be anywhere from several nanometers to a few 

hundred microns.  

 

Figure 4-1: An example of (a) particle definition; (b) effective particle length 

measurement 
25

 

To describe the variability inherent in layered silicate particle lengths 

adequately, we observe first that the number of platelets in a particle has Poisson-like 

characteristics (see the reference 
116

). Thus, if z is the number of platelets in a particle, 

then the formation of each particle occurs as a result of the occurrence of z Poisson 

events; and if the Poisson events are occurring at a mean ―intensity‖ of 1/β per unit 
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length, then x, the interval length over which α Poisson events have occurred is known  

to follow a gamma distribution with the following pdf 
116

: 

      
 

      
           4-1 

 

Thus, we postulate that for truly randomly dispersed clay platelets in a polymer 

matrix, the distribution of the particle length will be adequately described by the 

indicated gamma        pdf, where α represents the mean number of platelets per 

particle. Now, µ, the mean of the gamma distribution (in this case, the mean particle 

length) by definition is given by: 

       4-2 

 

Consequently, the parameter β in this particular application, which, mathematically is 

obtained as:   

        4-3 

 

implies that for this specific application of the gamma distribution,   

 
mean particle length

mean number of platelet per particle
    4-4 

We may now observe that the parameter β corresponds to a mean effective platelet 

length.  

We propose that these gamma pdf parameters may be used to quantify layered 

silicate dispersion as follows. Because the dispersion of silicate layers is related to the 

number of platelets stacked together, technically, fewer platelets should imply better 

dispersion. Consequently, smaller values of α will indicate better dispersion. But this 

is not sufficient. The second parameter, β, by definition of the gamma distribution, is a 
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scale parameter, indicative of the width of the PLD.  Large values of β are associated 

with broader distributions, generally indicating poorer overall dispersion. But since β 

represents the mean effective particle length, its value can be large (within reason) 

either because the mean particle length is large (not desired) or because the mean 

number of platelets per particle, α, is small (desired), or both. The implication 

therefore is that a relatively large α value by itself is not necessarily bad, so long as it 

is accompanied by a commensurably small value of β; similarly, a large value of β 

does not automatically indicate poor dispersion, so long as the accompanying α value 

is commensurately small. Thus, neither α nor β in isolation is sufficient by itself to 

ascertain the quality of dispersion; a combination of both is required. As we show later 

with actual data, quality of dispersion may be quantified by the empirical expression: 

          4-5 

 

But first we will validate the proposed gamma probability model for 

characterizing PLD with experimental data.     

4.2.2 PLD Model Validation 

To validate the gamma probability model postulated for describing PLDs, we 

turn to data from the literature. The studies from which these data sets were obtained 

involve polymer-clay nanocomposites samples made by melt intercalation and PLD 

data obtained from TEM micrographs of these samples. The lengths of several 

hundred particles were determined from appropriate image analyses of the TEM 

micrographs, from which the particle length distribution data were generated. A 

representative example in Figure 4-2 (a) shows a histogram of raw particle length data 

(ranging from 10 nm to 300 nm), for polyamide 6/organoclay nanocomposites 
117

. The 
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theoretical gamma probability model fit (blue line) to the normalized histogram (gray 

bars) is shown in Figure 4-2 (b) along the least squares estimates of the parameters α 

and β and the corresponding 95% confidence intervals.  

While a visual inspection of Figure 4-2 (b) definitely indicates reasonable 

agreement between model and data, rigorous model validation requires formal 

statistical tests of ―goodness-of-fit‖ of which the two most widely employed are the 

Chi-square test and the Kolmogorov-Smirnov test 
116

. 
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(a) 

 
(b) 

Figure 4-2: (a) Particle length histogram for polyamide/clay nanocomposites 
117

;  

(b) Particle length distribution (histogram) and the corresponding 

theoretical gamma distribution fit (indicated estimates of parameters α 
and β along with corresponding 95% confidence intervals obtained via 

least squares.) 
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The Chi-square test is a formal hypothesis test based on the test statistic C
2
 

defined as: 

     
   

     
 

  

 
     4-6 

 

where   
  is the observed frequency from data,    is the corresponding frequency from 

the candidate probability model under consideration, and m is the number of bins in 

the histogram. The null hypothesis (that the data follow the postulated probability 

model), when tested at the traditional α = 0.05 significance level, is rejected if   

          
      4-7 

 

with      
     as the υ-degrees-of-freedom Chi-square variate for which the right tail 

area probability is 0.05 (υ = m – p – 1, and p is the number of parameters in the 

candidate probability model) (see Chapter 17 of the reference 
116

).  

The Kolmogorov-Smirnov (K-S) test, on the other hand, is a non-parametric 

test based on a comparison of the empirical cumulative distribution function FE(x) 

(obtained from the data in question) with the theoretical cumulative distribution 

function F(x) of the postulated probability model. The null hypothesis (that the data 

follow the postulated probability model) is rejected at the 0.05 significance level when 

the value of the test statistic: 

 sup ( ) ( )
n E

x R

D F x F x


   4-8 

 

exceeds the critical value D0.05, a value typically determined from statistical analysis 

software packages (see Chapter 18 of the reference 
116

). 

For the illustrative example in Figure 4-2 (b), the result of Chi-square test is 

shown in Table 4-1. It is observed that          
     . Therefore, we conclude that 
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the gamma probability model provides adequate representation of the particle length 

distribution data.  

Figure 4-3 shows a comparison of the empirical cumulative distribution (from 

data) and the theoretical gamma model cumulative distribution. The results of a formal 

K-S test returned a value of Dn = 0.0371 which when compared with the critical value 

D0.05 = 0.0582 leads us to conclude, once again, that the gamma probability model 

provides an adequate fit to the experimental data.  In the rest of the chapter, we will 

employ only the K-S test to validate our probability models.   

The gamma pdf model        with α = 3.6 and β = 25.65 has thus been 

formally validated as providing a good representation of the particle length 

distribution in polyamide 6/organoclay nanocomposites discussed in reference 
117

. For 

now, we observe that the value α = 3.6 indicates that the material in question has an 

average of 3.6 platelets stacked together per particle, indicating relatively good layered 

silicates dispersion. The value β = 25.65 (representative of a relatively broad 

distribution of particle lengths as seen from the histogram), even though indicative of 

a fairly large mean effective platelet length, taken in combination with the relatively 

small α value appears to suggest good clay dispersion. As we now show, it is possible 

to combine these parameters mathematically to generate a quantitative and objective 

measure of dispersion. 



 63 

Table 4-1: Chi-square test results for polyamide/clay nanocomposites 

 

Polymer 

nanocomposites 

Chi-square test 

C
2
      

      Result 

Polyamide/clay 

nanocomposites 
35.29 38.90 Adequate 

 

 

 

Figure 4-3: Kolmogorov-Smirnov test results for the PLD data of polyamide/clay 

nanocomposites 
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4.2.3 Dispersion Quantification 

Dispersion states, indicative of how particles are distributed within the polymer 

matrix, are generally (and qualitatively) classified as exfoliated, intercalated or 

immiscible. Having just established that such particle distributions (specifically of the 

particle lengths) are well represented quantitatively by the gamma pdf,       , with 

the parameters α and β fundamentally and jointly indicative of the extent of dispersion 

but in a yet unspecified manner, what remains now is for us to relate these parameters 

explicitly and quantitatively to dispersion states. For this, we adopt the following 

empirical approach where (i) PLD data from a wide variety of polymer 

nanocomposites having different dispersion characteristics will be fit to the gamma 

pdf model, thereby (ii) generating a collection of α and β parameter values along with 

the dispersion states corresponding to each pair, from which finally, (iii) we will then 

determine a quantitative expression relating α and β pairs to dispersion explicitly.  

The specific PLD data sets chosen for this procedure all come from Paul and 

co-workers 
42, 100, 101, 118, 119

, i.e., from the same research group, and ostensibly 

generated by the same experimental protocol, thereby eliminating any potential and 

extraneous lab-to-lab variability. The relevant details about the various 

nanocomposites materials used in generating the data sets are as follows. Polymer 

Matrix: Polyamide 6 (PA-6) 
42, 119

, polyamide 66 (PA-66) 
119

, poly(ethylene-co-

methacrylic acid) (EMMA) 
101

, sodium, zinc, and lithium ionomers of EMMA 

(ionomer) 
118

, polypropylene (PP) 
100

; Organoclays: Sodium MMT (Na-MMT), which 

were ion exchanged with different quaternary ammonium surfactants; Surfactants: 

(HE)2M1R1-YM and (HE)2M1R1-WY 
42

, M2(C18)1 
119

, and M2(HT)2 
100, 101, 118

, (where 

YM and WY stand for Na-MMT sources located in Yamagata, Japan and Wyoming, 



 65 

USA, respectively, and some frequently used abbreviations are employed here to 

describe the ammonium structures, i.e., HE for hydroxy-ethyl, R for rapeseed, M for 

methyl, H for hydrogen, and HT for hydrogenated-tallow oil). As discussed in the 

references, PA-6 and PA-66 based nanocomposites show fully exfoliated dispersion 
42, 

119
, and the nanocomposites prepared from EMMA, and sodium, zinc, and lithium 

ionomers reveal thicker clay stacks compared to the one prepared from PA-6 and PA-

66 
101, 118

, while PP/organoclay nanocomposites have a mixed morphological structure, 

which is a combination of exfoliated particles and intercalated stacks 
100

. These data 

sets therefore collectively provide representative samples from all the dispersion states 

of interest.  

Upon subsequently characterizing the PLD data sets with the gamma pdf, the 

resulting least squares estimates of the characteristic parameters, α and β along with 

their respective 95% confidence intervals, are shown in Table 4-2. Each resultant 

gamma probability model is validated using the Kolmogorov-Smirnoff (K-S) test; the 

result is shown in Table 4-2, where ―A‖ indicates that the gamma pdf model is 

sufficiently adequate to describe the experimental data (i.e., the associated p-value is 

greater than 0.05), while ―IN‖ suggests that the model‘s adequacy is indeterminable 

(because 0.01 < p < 0.05; see reference 
116

). Observe that the three cases for which the 

gamma model adequacy is questionable are all from the same reference 
119

. The reason 

for this anomaly is not clear, but it may be attributable to the nature of the data sets, 

which in each case involves a large number of total particles but which were available 

only in the form of normalized particle length histograms, not raw particle length data. 

For consistency and to err on the side of caution, we excluded these data sets from 

subsequent analyses. 



 66 

Table 4-2: Gamma probability model parameters estimates (and corresponding 95% 

confidence intervals) for various polymer nanocomposite PLD data, and 

corresponding goodness of fit test results (―A‖ represents that the model 

is adequate, while ―IN‖ indicates that the model adequacy is 

indeterminate) 

 

Polymer 

nanocomposites (NC) 

α  with 95% 

confidence 

interval 

β with 95% 

confidence 

interval 

K-S test 

result 

No. of 

particle

s 

PP/M2(HT)2 NC (1 wt. %) 
100

 4.21 ± 1.71 72.71 ± 33.28 A 120 

PP/M2(HT)2 NC (2.8 wt. %)  
100

 4.60 ± 0.82 48.23 ± 9.49 A 226 

PP/M2(HT)2 NC (6.8 wt. %)  
100

 5.64 ± 1.07 42.26 ± 8.72 A 311 

EMAA-1/M2(HT)2 NC 
101

 5.20 ± 1.56 24.59 ± 8.12 A 321 

PA-6/(HE)2M1R1-WY NC 
42

 3.60 ± 0.69 25.65 ± 5.61 A 551  

PA-6/(HE)2M1R1-YM NC 
42

 3.15 ± 0.52 32.40 ± 6.34 A 436 

PA-6/M2(C18)1 NC (240 °C) 
119

 4.45 ± 0.45 10.87 ± 1.22 IN 2121 

PA-6/M2(C18)1 NC (270 °C) 
119

 3.98 ± 0.53 11.90 ± 1.78 IN 2275 

PA-66/M2(C18)1 NC (270 °C) 
119

 4.82 ± 0.55 11.11 ± 1.46 IN 1414 

Li ionomer/M2(HT)2 NC 
118

 3.65 ± 0.38 47.02 ± 5.50 A 502 

Na ionomer/M2(HT)2 NC 
118

 3.91 ± 0.49 24.16 ± 3.45 A 762 

Zn ionomer/M2(HT)2 NC 
118

 3.58 ± 0.33 26.84 ± 2.84 A 703 
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From well-established characteristics presented in the literature, the dispersion 

state was determined for each nanocomposite allowing us to assign à-priori 

categorical ranks to each material. For example, PA-6 based nanocomposites are often 

―fully exfoliated‖ (excellent dispersion); EMMA and ionomer based nanocomposites 

are ―less exfoliated‖ compared to PA-6 based nanocomposites; and PP based 

nanocomposites are ―intercalated‖ (poor dispersion). Such an ―à-priori‖ dispersion 

rank is shown in Table 4-3 in descending order from 1 to 9, where 1 indicates the best 

dispersion and 9 the worst. We observe that overall the degree of dispersion degree 

worsens as α and β values increase. However, as noted earlier, the value of α or of β 

by itself in isolation is insufficient as an indicator of the degree of dispersion; instead, 

the dispersion state depends on both α and β simultaneously.  
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Table 4-3: Validated gamma probability model parameter estimates for various 

polymer nanocomposites, along with associated à-priori organoclay 

dispersion ranking in descending order 

―a-prior‖ 

dispersion 

rank 

Polymer 

nanocomposites (NC)  

α  with 95% 

confidence 

interval 

β with 95% 

confidence 

interval 

δ with 95% 

confidence 

interval 

1 
PA-6/(HE)2M1R1-YM 

NC 
42

 
3.60 ± 0.69 25.65 ± 5.61 4.88 ± 0.74 

2 
PA-6/(HE)2M1R1-WY 

NC 
42

 
3.15 ± 0.52 32.40 ± 6.34 4.77 ± 0.61  

3 
Zn ionomer/M2(HT)2 

NC 
118

 
3.58 ± 0.33 26.84 ± 2.84 4.92 ± 0.36  

4 
Na ionomer/M2(HT)2 

NC 
118

 
3.91 ± 0.49 24.16 ± 3.45 5.12 ± 0.52  

5 
EMAA-1/M2(HT)2 

NC 
118

 
4.19 ± 1.40 31.47 ± 11.77 5.76 ± 1.52  

6 
Li ionomer/M2(HT)2 

NC 
118

 
3.65 ± 0.37 47.02 ± 5.50 6.00 ± 0.46  

7 
PP/M2(HT)2 NC 

 (1 wt. %) 
100

 
4.21 ± 1.71 72.71 ± 33.28 7.85 ± 2.39  

8 
PP/M2(HT)2 NC 

(2.8 wt. %)  
100

 
4.60 ± 0.82 48.23 ± 9.49 7.01 ± 0.95  

9 
PP/M2(HT)2 NC  

(6.8 wt. %)  
100

 
5.64 ± 1.07 42.26 ± 8.72 7.75 ± 1.16  

 

A scatter plot of α versus β for each nanocomposite sample, shown in Figure 

4-4, reveals a few important features regarding how these two parameters jointly 

encode dispersion characteristics. First, the points represented by the blue symbols, 

which correspond to nanocomposites with exfoliated dispersion characteristics, lie in 

the bottom left hand corner of the α-β plane; the points represented by the black 

symbols, corresponding to less exfoliated nanocomposites, lie in the middle of the 

plane; while the remaining points, represented by the red symbols, and corresponding 

to composites consisting of a combination of tactoids and exfoliated platelets 
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(indicative of poor dispersion), are located in the uppermost portions of the plane. 

Next, we observe that the three broadly identified regions in the α-β plane may be 

separated, to a first approximation, by the indicated parallel straight lines, represented 

mathematically as:  

            4-9 

 

The entire collection of parallel straight lines represented by Equation 4-9 may now 

serve as dispersion contours in the α-β plane, with δ as a quantitative measure of the 

dispersion state for each polymer/layered silicates nanocomposite in question, whose 

PLD data have been characterized by gamma model parameters α and β. As Figure 4-4 

shows, lower δ values indicate better dispersion while higher δ values are associated 

with poorer clay dispersion. Finally we note in particular in Figure 4-4 that the 

dispersion for the specific samples used to generate this figure, δ = 5 indicates the 

boundary between exfoliated dispersion and less exfoliated dispersion, while δ = 6.5 

indicates the boundary between less exfoliated dispersion and the poorer dispersion 

with combination of exfoliated particles and intercalated stacks. Consequently, if the 

data in Figure 4-4 are representative of general dispersion characteristics of 

polymer/layered silicates nanocomposites, then the implication is as follows: For 

dispersion characteristics quantified according to the empirical expression in Equation 

4-9, δ < 5 for exfoliated composites, 5 < δ < 6.5 for less exfoliated composites with 

stacks containing several layers, and δ > 6.5 for intercalated composites. The next step 

is to confirm this result experimentally with new materials that are not part of the data 

employed to develop the methodology and the results shown in Figure 4-4 (see the 

scatter plot with error bars in Appendix B). 
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Figure 4-4: α versus β for different polymer nanocomposites; the dispersion contours 

in the form of          . Specifically, * for PA-6/(HE)2M1R1-YM 

NC, ● for PA-6/(HE)2M1R1-WY NC, ■ for Zn ionomer/M2(HT)2 NC, ▲ 

for Na ionomer/M2(HT)2 NC, ► for EMAA-1/M2(HT)2 NC, ◄ for Li 

ionomer/M2(HT)2 NC, ♦ for PP/M2(HT)2 NC (1 wt. %), six-pointed star 

in red PP/M2(HT)2 NC (2.8 wt. %), five-pointed star in red for 

PP/M2(HT)2 NC (6.8 wt. %)   
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4.3 Experimental Confirmation 

The methodology of quantifying dispersion proposed in section 4.2 is then 

validated experimentally by using it to characterize and quantify the dispersion of two 

polymer nanocomposite samples made in our lab as described below. 

In this section, we quantified the dispersion of two polymer nanocomposites 

with different clay mixtures as reinforcement: Na ionomer reinforced by 20A (i.e., 

Sample 1), and Na ionomer reinforced by the organoclay mixture with 80 wt. % 20A 

and 20 wt. % 93A (i.e., Sample 2). The dispersion of Sample 1 is expected to be better 

than that of Sample 2. 

4.3.1 Experimental Details 

Nanocomposite preparation  

The masterbatch method proposed previously was employed to synthesize 

nanocomposites by diluting clay rich masterbatches (25 wt. % organoclay) into 

nanocomposites with 5 wt. % clay in a Coperion W&P ZSK-18mm co-rotating, 

intermeshing twin screw extruder. The processing conditions of the twin screw 

extruder were at a screw speed of 700 rpm and a total feed rate of 15 lb/h. Tensile 

specimens for TEM characterization were obtained via a DSM micro compounder and 

injection molding system (see section 3.4.1). 

 

TEM characterization 

Samples for TEM analysis were cut from the central part of the tensile bars 

perpendicular to the flow direction using an ultramicrotome with a diamond knife. 

Then, these samples were examined by FEI TECNAI G2 12 TWIN TEM operating 

under an accelerating voltage of 120 kV. The resulting TEM micrographs were at 

magnifications of 30 – 60 K, depending on the extent of exfoliation in the samples.  
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Representative TEM micrographs are shown in Figure 4-5 (a) for Sample 1 

and Figure 4-5 (b) for Sample 2 (see Appendix A for all the TEM micrographs). In 

both cases the stacks of clay particles are broken up nicely and the clay particles are 

well exfoliated overall, even though fewer and smaller aggregates are observed in 

Sample 1 compared to Sample 2 than in Sample 1. A visual inspection of these TEM 

images therefore clearly suggests that Sample 1 shows better dispersion than Sample 2. 

We now employ the method proposed in previous section to ascertain quantitatively 

the dispersion characteristics of each sample and the extent to which the dispersion in 

one is better than the dispersion in the other. 
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(a) 

 
(b) 

Figure 4-5: (a). TEM photomicrographs of Na ionomer/M2(HT)2 nanocomposites 

with nominally 5 wt. % MMT; (b). TEM photomicrographs of Na 

ionomer/organoclay mixture nanocomposites with nominally 5 wt. % 

MMT 
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4.3.2 Particle Analysis 

Accurate particle lengths are determined based on image analysis of an original 

image with exceptional resolution and contrast. Unfortunately, most TEM images of 

polymer nanocomposites consist of different shades of gray such that image analysis 

tools are not able to distinguish the particles from the polymer matrix 
117

. Therefore, it 

is necessary first to convert the original TEM micrographs into high contrast images 

before computing the particle lengths.  

This section describes the details of particle analysis procedure used to 

determine the particle lengths from TEM images. Particle analysis involves two steps: 

(i) utilizing image processing to convert the low contrast TEM images to high contrast 

images (black and white images), and (ii) applying image analysis on the resulting 

high contrast images to compute the particle lengths.  

4.3.2.1 Image Processing 

The image processing procedure we employed, shown schematically in Figure 

4-6, is as follows. The original TEM micrographs, saved in .jpg or .tiff format, were 

first opened in GIMP (GNU Image Manipulation Program), where transparent layers 

were superimposed on the TEM images. Then, the lengths of the layered silicate 

particles were traced manually on the transparent layers, which were subsequently 

exported as black and white images where the particles stand out in sharp contrast 

against the white background. To avoid potential image analysis errors caused by 

variable line thicknesses, the black lines were ―skeletonized‖ (rendering thick lines 

thin) with the software ―Image J‖ to produce images of particles rendered as uniformly 

thin lines.  
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Figure 4-6: Schematic representation of TEM micrograph image processing 

procedure 
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4.3.2.2 Image Analysis 

The processed images were then imported into MATLAB
®
 for image analysis 

from where we obtained raw particle length data using MATLAB‘s image analysis 

function regionprops. Particle length histograms were subsequently generated from 

data sets obtained from five to six TEM images in each case, for a total of at least 300 

particles. The summary statistical characteristics for both data sets are shown in Table 

4-4. And the resulting histograms of particle length are presented in Figure 4-7 (a) and 

Figure 4-7 (b), for Sample 1 and Sample 2, respectively.  

Table 4-4: Statistics of Sample 1 (Na ionomer/M2(HT)2 nanocomposites) and 

Sample 2 (Na ionomer/organoclay mixture nanocomposites) 

Sample 

No. 
Materials  (nm) 

Minimum 

x (nm) 

Maximum 

x (nm) 

No. of 

particles 

1 
Na ionomer/M2(HT)2  

NC 
114.25 30.26 350.22 304 

2 
Na ionomer/organoclay 

mixture NC 
138.70 48.60 426.43 332 
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(a) 

 
(b) 

Figure 4-7: Particle length histogram and gamma probability model fit superimposed 

in blue along with least squares estimates of the parameters α and β and 

corresponding 95% confidence intervals for (a). Sample 1: Na 

ionomer/M2(HT)2 nanocomposites; (b). Sample 2: Na 

ionomer/organoclay mixture nanocomposites.  
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4.3.3 Dispersion Characterization 

We quantified organoclay dispersion for these samples by applying the 

proposed method to the resulting particle length histograms shown in Figure 4-7. First, 

a least squares fit of a gamma pdf to each PLD data produced the results shown in 

Figure 4-7; the blue lines represent theoretical probability model fit with estimated 

parameters along with 95% confidence intervals superimposed. The results of the K-S 

test employed to assess each probability model‘s goodness-of-fit – using MATLAB
®

 

hypothesis test function kstest – are shown in Figure 4-8 (a) and (b) for Sample 1 and 

Sample 2, respectively. (In each case, the formal statistical test, returned a value of h = 

0, indicating that there is no evidence to reject the null hypothesis, that the data follow 

the gamma probability model, at the 0.05 significance level). We conclude therefore 

that the gamma probability model indeed provides adequate theoretical representation 

of the particle length distribution for each sample.    
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(a) 

 
(b) 

Figure 4-8: Comparison of empirical cdf and theoretical gamma cdf as part of the 

Kolmogorov-Smirnov goodness-of-fit test: (a). Na ionomer/M2(HT)2 

nanocomposites; (b). Na ionomer/organoclay mixture nanocomposite 
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From the gamma distribution parameters and Equation 4-9, we now obtain the 

dispersion characteristic parameters as shown in Table 4-5: for the Sample 1, δ1 = 5.85 

± 0.69 (between 5 and 6.5), indicating a mixed morphological structure, i.e., a 

combination of exfoliated platelets and intercalated stacks, as expected; for Sample 2, 

δ2 = 6.96 ± 0.82 (larger than 6.5) indicating that there are more intercalated stacks in 

the polymer matrix, again, as expected. The dispersion index δ shows that the 

dispersion of Sample 1 is about 20% better than the dispersion of Sample 2, which is 

consistent with the findings in the reference 
101

. We have thus established, with this set 

of new, independent experimental data obtained in our laboratory, that the proposed 

method is able to provide appropriate quantification of the extent of organoclay 

dispersion in polymer nanocomposites. 

Table 4-5: Dispersion characteristics of Sample 1 (Na ionomer/M2(HT)2 

nanocomposites) and Sample 2 (Na ionomer/organoclay mixture 

nanocomposites) 

Sample 

number 
Materials α β δ 

1 Na ionomer/M2(HT)2 NC 4.65 ± 0.66 24.56 ± 3.68 5.85 ± 0.69 

2 
Na ionomer/organoclay 

mixture NC 
5.76 ± 0.80 23.97 ± 3.48 6.96 ± 0.82 
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4.4 Conclusions 

Effective quality control of polymer/organoclay nanocomposites is virtually 

impossible without a simple and quantitative dispersion characterization method. 

Developing such a quantification method that will relate clay dispersion directly to 

product performance remains a challenge. In this chapter, we proposed a novel method 

to quantify layered silicate dispersion in polymer/organoclay nanocomposites.  

The method is based on a gamma probability model         description of 

particle length distribution data obtained from TEM micrographs, a postulate based on 

the fundamental mechanisms associated with clay particle formation in the polymer 

matrix. As a consequence of linking the postulated probability model to fundamental 

mechanisms, we were able to establish a connection between the probability model 

parameters, and physical characteristics of the polymer nanocomposites: specifically, 

α represents the mean number of platelets per particle, and β, the mean ―effective 

platelet length‖. By an empirical analysis of multiple data sets from a wide variety of 

polymer nanocomposite materials, we showed that these characteristic gamma 

distribution parameters are related to the degree of dispersion according to the 

expression:          , with δ as a dispersion index able to distinguish among 

different dispersion states. Specifically, from the data sets used in the analysis, we 

observed that: δ < 5 for exfoliated composites, 5 < δ < 6.5 for less exfoliated 

composites with stacks containing several layers, and δ > 6.5 for intercalated 

composites.  

At last, we confirmed the proposed method with independent experiments 

involving two nanocomposites with different morphologies synthesized in our lab. 

This methodology can be used to establish inference models for implementing 
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effective online control of nanocomposites‘ end-use properties. Some preliminary 

work relating to the inference models are presented in Appendix C. Other applications 

of this method of quantifying clay dispersion are discussed in Chapter 8. 
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Chapter 5 

CONTROL SYSTEM DESIGN AND IMPLEMENTATION I:  

PROCESS OUTPUT VARIABLES 

5.1 Introduction 

As discussed in Chapter 2, the proposed control scheme has a multiple-loop 

structure with a controller at each cascading level: (i) the innermost loop with 

controller C1 for controlling process outputs, y, by adjusting manipulated variables, u, 

(ii) the outer loop with controller C2 for regulating the product end-use properties, w, 

by manipulating the process outputs, y, and (iii) the outermost loop with controller C3 

for improving customer satisfaction by translating customer feedback data, z, into 

appropriate set-points for end-use properties, w. In this scheme, the performance of an 

outer-level controller highly relies on the performance of the lower-level controllers. 

Therefore, the success of the overall control scheme requires an effective design of the 

controller at each level. (Note that manipulated variables, u, are regulated by standard 

Proportional-Integral (PI) controllers, which have already been tuned independently to 

ensure satisfactory performance, and no further discussion is needed for these 

controllers.) The design and implementation of these effective controllers are 

discussed in detail in the following three chapters (i.e., Chapter 5, Chapter 6, and 

Chapter 7). 

This chapter is devoted to designing a high performance controller C1 operated 

at the innermost level for rejecting unmeasured disturbances. Good understanding of 

the extrusion process will provide insights into the design of this controller. Typically, 
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the extrusion process is characterized by the following properties: It has multiple 

inputs and multiple outputs (MIMO process); the process variables must be 

constrained within certain regions to ensure safe and efficient operation of the process; 

the process variables interact strongly among themselves 
120

. Because of these inherent 

characteristics, MIMO model-based predictive controller (MPC) should be more 

effective at the innermost level of the control scheme compared to conventional 

control strategies and is highly recommended by academia and industry 
121

. In this 

chapter, we present the procedure for designing such an MPC and evaluating its 

performance by both simulation and experiment. First, we determine the controller 

structure and select the manipulated inputs u and the process outputs y in section 5.2. 

Then, the process model is identified to relate process outputs y and the manipulated 

inputs u, and the identification procedure is presented in section 5.3. The details of the 

controller design are provides in section 5.4. The simulation study for the controller 

evaluation is discussed in section 5.5, and the controller is implemented 

experimentally on a pilot-scale extrusion process in section 5.6.  

5.2 Controller Structure Design: Process Inputs and Outputs 

The extrusion process in this work is based on a Coperion W&P ZSK-18mm 

co-rotating, intermeshing twin screw extruder, which was employed to manufacture 

masterbatches of polymer nanocomposites with 25 wt. % organoclay concentration. 

The polymer matrix is Na ionomer, and the reinforcement is a mixture of two 

organically modified clays, 20A and 93A.  

As mentioned in section 3.6, the signals wired to the DAQ system are listed as 

follows: Na ionomer feed-rate, 20A feed-rate, 93A feed-rate, screw speed, motor 

power, die pressure, and exit melt temperature. Thus, the candidate process inputs are 
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Na ionomer feed-rate (u1), 20A feed-rate (u2), 93A feed-rate (u3), screw speed (u4), 

and the barrel temperatures (u5) in the eight extruder zones. Also, the candidate 

process outputs are motor power (y1), organoclay concentration (y2), and 20A 

concentration (y3), die pressure (y4), and exit melt temperature (y5). Of these, y2 and y3 

are determined from the feed-rates of the polymer and organoclays, shown in 

Equations 5-1 and 5-2, respectively: 

    
     

        
  5-1 

    
  

     
  5-2 

 

5.2.1 Selection of Process Inputs 

The manipulated variables were determined based on a previous study and 

understanding on the given extrusion process 
122

. As discussed in section 3.5, the 

screw speed does not affect the clay dispersion significantly, suggesting it is not a 

good manipulated variable. Also, because the dynamics of the process output 

responses to barrel temperature changes are much slower than the dynamics of the 

response to other input variables, there is no advantage to using the barrel 

temperatures as manipulated variables 
97

. Therefore, Na ionomer feed-rate, 20A feed-

rate, and 93A feed-rate were selected as the manipulated variables for the system.  
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5.2.2 Selection of Process Outputs 

Compared to the selection of process inputs, the selection of process outputs 

was much more complicated and can be done by the following two steps: (i) screening 

the candidate controlled variables based on control requirements; and (ii) determining 

the controlled variables through system analysis.  

Besides rejecting rampant unmeasured disturbances, the controller C1 aims to 

maintain the organoclay concentration in the masterbatches at the desired level (i.e., y2 

= 25 wt. %), as well as to tracking the set-point of y3 specified by the output of 

controller C2 because the 20A concentration in the organoclay mixture is highly 

related to the clay dispersion (see sections 3.4.2 and 3.5). As a result, the process 

output variables y2 and y3 must be chosen as the controlled variables. Since the exit 

melt temperature does not have strong influence on the organoclay dispersion (see 

section 3.4.2), it is not considered as an appropriate control variable. Thus, the 

candidate controlled variables are now narrowed down to four variables: motor power, 

organoclay concentration, 20A concentration, and die pressure, among which 

organoclay concentration and 20A concentration must be under control. 

Unfortunately, the system is now under-defined with three input variables and 

four output variables. Since it is impossible to control four variables by three 

manipulated variables independently, we have to choose the third controlled output 

from motor power and die pressure. We approach this problem by subdividing the 

available outputs into two candidate output subsets, listed in Table 5-1, from which 

more appropriate subset will be chosen.  
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Table 5-1: Two candidate output sets for the process 

Set No. Candidate controlled variables 

1 motor power, organoclay concentration , and 20A concentration 

2 die pressure, organoclay concentration , and 20A concentration 

 

 

To tackle the output selection problem, the steady-state gain matrix needs be 

obtained first, based on which several methods such as non-square relative gain array 

(NRGA) and singular value decomposition (SVD) will be employed. 

The steady-state gain matrix was obtained by implementing a series of 

independent step changes in the manipulated variables at the nominal operating 

condition (Table 5-2), where the operating condition was determined previously in 

section 3.5. The gain matrix was then scaled by the following rule: The input data for 

each input variables were scaled by the maximum introduced changes while the output 

responses were scaled by the maximal measurements; and the resulting scaled gain 

matrix is shown in Table 5-3. 
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Table 5-2: Step changes implemented at the operating conditions 

Step change 

(lb/h) 

Ionomer 

feed-rate u1 

(lb/h) 

20A  

feed-rate u2 

(lb/h) 

93A  

feed-rate u3 

(lb/h) 

Organoclay 

conc. y2 

(wt. %) 

20A 

conc. y3 

(%) 

u1: 8 – 4  8 – 4 1.4 0.60 20 – 30 70 

u2: 2.4 – 0.4 6 2.4 – 0.4 0.60 33 – 14 80 – 40 

u3:0.75 – 0.45 6 1.4 0.75 – 0.45 26 – 24 65 – 76 

 

 

Table 5-3: Results of step change experiments: full scaled gain matrix G 

O/I Ionomer feed-rate u1 20A feed-rate u2 93A feed-rate u3 

Motor power y1 0.7089 0.6161 -0.0240 

Organoclay conc. y2 -0.3951 0.5868 0.0888 

20A conc. y3 0.0000 0.5170 -0.1147 

Die pressure y4 -0.3016 0.9214 -0.0668 
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Non-square Relative Gain Array Analysis  

Since the number of inputs is not equal to the number of outputs, the relative 

gain array (RGA) of the system is a non-square RGA (NRGA), which can be 

computed as follows: 

             

                5-3 

 

where    is the full scaled gain matrix,    is the pseudo inverse of  , and   is 

element-by-element product. The resulting NRGA is presented in Table 5-4.  

Table 5-4: Non-square relative gain array (NRGA) and the row-sum of the NRGA  

O/I 
Ionomer 

feed-rate u1 

20A feed-rate 

u2 

93A feed-rate 

u3 

Row-sum of 

NRGA 

Motor power y1 0.7587 0.2848 -0.0449 0.9987 

Organoclay conc. y2 0.1082 0.3072 0.4214 0.8368 

20A conc. y3 0.0000 0.0389 0.5020 0.5409 

Die pressure y4 0.1330 0.3692 0.1214 0.6236 

 

 

The selection criterion is that the output which corresponds to the row with the 

smallest sum can be eliminated 
123

. In the specific case of the experimental system 

under consideration, organoclay concentration and 20A concentration must be under 

control; as a result, the organoclay concentration cannot be eliminated although it 

corresponds to the smallest row-sum of the NRGA. Comparing the sum of the first 

row, corresponding to motor power, to the sum of the forth row, corresponding to die 
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pressure (see Table 5-4), it is reasonable to eliminate die pressure from the acceptable 

output sets.  

 

Singular Value Decomposition Analysis  

Singular value decomposition (SVD) analysis was performed for each output 

set in Table 5-1, and the results for output set 1 and 2 are listed in Tables 5-5 and 5-6 

respectively. The selection rule is that the candidate set of controlled outputs 

corresponding to the largest minimum singular value       is the most effective set. 

According to Tables 5-5 and 5-6 minimum singular values       for output sets 1 and 

2 are 0.1317 and 0.0162, respectively; and the condition number κ, the ratio of the 

largest to the smallest singular value, is much larger for candidate set 2 than for 

candidate set 1. Therefore, output set 1 provides better condition and should be 

selected as the output variable, which coincides with the NRGA results. The results of 

NRGA and SVD analyses indicate that the first output set in Table 5-1 is a better 

choice.  
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Table 5-5: Singular value matrix and condition number κ for output set 1 

O/I Ionomer feed-rate u1 20A feed-rate u2 93A feed-rate u3 

Motor power y1 1.0443 0 0 

Organoclay conc. y2 0 0.7507 0 

20A conc. y3 0 0 0.1317 

κ = 7.9271 

 

 

Table 5-6: Singular value matrix and condition number κ for output set 2 

O/I Ionomer feed-rate u1 20A feed-rate u2 93A feed-rate u3 

Organoclay conc. y2 1.2839 0 0 

20A conc. y3 0 0.2906 0 

Die pressure y4 0 0 0.0162 

κ = 79.3719 
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Discussion: Motor Power and Dispersion Characteristics  

Another reason to selecting motor power as the controlled variable is based on 

the physical point of view. As a function of viscosity, motor power can be used to 

infer viscosity of the polymer nanocomposites. From the literature, the viscosity is 

related to the dispersion characteristics by the following equation 
124

.  

           5-4 

 

where ϕ represents the filler concentration, and    is the shear rate. The parameter ϕ is 

often used to characterize the dispersion state of the polymer nanocomposites.  

Therefore, one can use motor power, which is easier to measure compared to 

viscosity, to predict the dispersion characteristics. Based on measurements of motor 

power, we are able to infer the viscosity as well as the dispersion characteristics. This 

discussion provides physical support for selecting motor power as the controlled 

variable.  

As a result, the output variables for the given system were determined as motor 

power, organoclay concentration, and 20A concentration. And the resulting system of 

interest is a 3   3 system with Na ionomer feed-rate, 20A feed-rate, and 93A feed-rate 

as the manipulated variables, u, and motor power, organoclay concentration, and 20A 

concentration as the controlled variables, y. Here, u = [u1 u2 u3]
T
 and y = [y1 y2 y3]

T
. 
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5.3 Process Model Identification 

The process model relating the manipulated variables, u, with the process 

outputs, y, was identified by an empirical approach, which involves the collection of 

input-output data for modeling. The systematic procedure of this method consists of 

three major steps: (i) preliminary process test design, implementation, and analysis, (ii) 

final identification test design and collection of input-output data, and (iii) model 

development and validation.  

5.3.1 Preliminary Tests 

The rational design of an appropriate final identification test requires à-priori 

knowledge of the process. Such process knowledge was obtained by preliminary tests 

involving a series of step changes and staircase changes in the manipulated variables 

at the operating point. The step tests in the manipulated variables were used to 

estimate the process gains and the dominant time constant at the operating point, while 

the staircase tests were applied to check the non-linearity around the operating point. 

Several step changes in the process inputs (Table 5-2) were performed. Table 

5-7 shows the estimated process gains matrix and the resulting RGA calculated from 

the gain matrix. As a measure of interaction, the RGA suggests that the 3   3 system 

is strongly interactive, which indicates that traditional single loop controllers will not 

be able to achieve effective control.  

The SVD analysis was employed to study the conditioning of the 3   3 system. 

The process conditioning can be quantified by the condition number, the ratio between 

the gains in the strong and weak directions. The condition number for this system was 
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computed as 7.9, suggesting a well-conditioned process where the combinations of the 

inputs have fairly equal effects on the outputs (see Table 5-5).  

Also, the process settling time of about 210 s was estimated by the step test 

data, which will be used for design of staircase tests and final identification tests. 

Table 5-7: Results of step change experiments: scaled gain matrix and relative gain 

array for the 3   3 system  

Scaled gain matrix 

O/I Ionomer feed-rate u1 20A feed-rate u2 93A feed-rate u3 

Motor power y1 0.7089 0.6161 -0.0240 

Organoclay conc. y2 -0.3951 0.5868 0.0888 

20A conc. y3 0.0000 0.5170 -0.1147 

Relative gain array 

O/I Ionomer feed-rate u1 20A feed-rate u2 93A feed-rate u3 

Motor power y1 0.7587 0.2848 -0.0449 

Organoclay conc. y2 0.1082 0.3072 0.4214 

20A conc. y3 0.0000 0.0389 0.5020 
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Then, the non-linearity of the process needs to be studied for designing a good 

identification test. The staircase tests in the process inputs explore the process 

dynamics both above and below the operating point under consideration, so that it is 

an efficient tool to investigate the process non-linearity 
122

. In this 3   3 system, the 

staircase test in Na ionomer feed-rate was designed based on the process settling time, 

shown in Figure 5-1. The results (right panel in Figure 5-1) illustrate that the process 

is reasonably linear around the operating condition under consideration. 

 

Figure 5-1: Results of Na ionomer feed-rate staircase change at the operating point 

under consideration  
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5.3.2 Final Identification Test 

The results of the preliminary tests reveal that the extrusion process is 

approximately linear locally around the operating point under consideration. Thus, 

local linear models are suitable to characterize the process behavior at the operation 

point. To identify such linear models, the final identification tests consisting of 

suitable input excitations were designed and implemented.   

The selection of the signals for the input excitation is the key to system 

identification. A persistently exciting sequence is required to excite the process over a 

wide range of frequency. Some studies used a random binary sequence (RBS) as the 

input excitation method 
65, 72, 73

. However, this method has a relative low signal-to-

noise ratio in some frequency ranges 
122

. We chose the general binary noise (GBN) 

signals as the input excitation because they have better signal-to-noise ratio as well as 

excellent ability to excite the process over a wide range of frequency. The GBN 

signals, proposed by Tulleken 
125

, switch between two values –a and a according to 

the switching probability psw.  

Guided by the design rules proposed by Zhu 
122

, the mean switching time of 

the GBN signal was chosen as 70 s, which is one third of the process settling time 

(210 s). The duration of the test (4000 s) was approximately 19 times the process 

settling time. Since the process of interest is fairly well-conditioned, the GNB signals 

for manipulated variables do not need to be correlated. Therefore, three uncorrelated 

GBN signals were implemented simultaneously in u1, u2, and u3 at the operating point 

(see Figure 5-2). 
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Figure 5-2: Results of uncorrelated general binary noise test signals at the operating 

point 
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5.3.3 Model Development and Validation 

The candidate linear models and their structures are listed as follows:  

1. Autoregressive moving average with exogenous inputs (ARMAX): A 

linear model where the disturbance is assumed to be a moving-average 

process. The structure of ARMAX model is shown as:  

                                     5-5 

 

2. Box-Jenkins (BJ): A general linear model where the disturbance model 

dynamics behavior is assumed different from that of the system. The 

structure of BJ model is presented as:  

      
    

    
         

    

    
          5-6 

 

where in both case, q is the backshift operator, and     ,     ,     , 
and      are polynomials of q

-1
, represented as below: 

          
      

         
    

          
      

         
    

          
      

         
    

          
      

         
    

 

We employed the so-called ―cross-validation‖ technique to estimate the model 

parameters and select the model structures/orders because such a technique is able to 

avoid initialization errors 
122

. This technique divides the data set obtained from the 

final identification test into two equal halves: the first half of the data set was used to 

develop the model, while the other half was used in validating the model. The 

parameters were estimated with the help of the System Identification Toolbox of 

MATLAB
®
. Model structures/orders were selected based on the normalized root mean 

square (NRMSE) measure of the goodness of the fit, which is defined as follows:  
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   5-7 

 

The fit value is usually calculated by the compare function in the System 

Identification Toolbox of MATLAB
®
. Specifically, the higher the fit value is, the 

better the model fits the experimental data. Multiple-input single-output (MISO) BJ 

models provide the best fits to the measured data for motor power and 20A 

concentration, while for organoclay concentration, the MISO ARMAX model has the 

highest fit value. The model orders and their corresponding fit values are shown in 

Table 5-8, and Figure 5-3 shows the comparison between the data and model 

predictions.  

Table 5-8: Identified BJ model structures for motor power and 20A concentration, y1 

and y3, and ARMAX model structures for organoclay concentration, y2 

Model 

type 

 MISO model orders 
Delay  

(nd1, nd2) 
Best 

fit  

(%) O/I 
u1 

(na, nb) 

u2 

(na, nb) 

u3 

(na, nb) 

Noise 

(nc) 

Noise 

(nd) 
u1 u2 u3 

BJ 

y1 5,3 5,3 5,3 2 1 1,1 1,1 1,1 70.87 

y3 2,2 2,2 2,2 0 0 0,0 0,0 0,0 83.37 

ARMAX y2 2,2 2,2 2,2 1 / 0,0 0,0 0,0 91.76 
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Figure 5-3: Identified MISO model fit to the output data in response to GBN input 

excitations. The fit values are 70.87% for motor power, 83.37% for 

organoclay concentration, and 91.76% for 20A concentration. The blue 

lines in the right-hand panels are the output responses, while the red lines 

are the model predictions 
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Although the fit values for the output responses y1 and y2 are not very high, 

they are good enough for effective model predictive control. These three MISO 

models (listed in Appendix C) constitute the final multiple-input multiple-output 

(MIMO) model which will be used for controller design. 

It is worthwhile to note that the best fit models for motor power and 20A 

concentration are BJ models, whereas the best fit model for organoclay concentration 

is ARMAX model. The different model structures for the outputs reveal how the 

process outputs relate to the process inputs and the disturbances. The structure of the 

BJ model (Equations 5-6) shows that the denominator for the process model is distinct 

from the denominator for the noise model, indicating that the process inputs and the 

disturbances affect the output in different ways. On the other hand, the identical 

denominator for both the process and noise models in the ARMAX model (Equation 

5-5) indicates that the process inputs and the disturbances contribute to the output in 

the same way. 

Therefore, the outputs such as motor power and 20A concentration are affected 

by the process inputs and the disturbances via different dynamic behaviors, while 

organoclay concentration is influenced by the process inputs and the disturbances in 

the same way. These results are quiet reasonable and consistent with the intrinsic 

characteristics of the process outputs:  

 Motor power: The disturbances that affect motor power include not 

only the input disturbances (e.g., fluctuations in the feed-rates 

occurring due to the rotations of the main and side hopper screws, 

and compositional and property variations in the polymer and 

organoclay feeds), but also the process disturbances (e.g., high 

frequency fluctuation due to screw rotation). Therefore, the sources 

of the dynamics of the inputs and disturbances are distinct, which 

corresponds to the conclusion that the BJ model is more suitable to 

capture the dynamics of the motor power.   
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 Organoclay concentration: As shown in Equation 5-1, the 

organoclay concentration is determined by three feed-rate inputs 

simultaneously. Thus, the disturbances that influence this output 

only consist of the input disturbances, which is consistent with the 

selection of ARMAX model for organoclay concentration.  

 20A concentration: The 20A concentration depends on the feed-

rates of organoclays (see Equation 5-2), feeding from the side 

hopper. Therefore, the disturbances that affect this output are part 

of the input disturbances (e.g., fluctuation in the organoclay feed-

rates occurring due to the rotation of the side stuffer screw, and 

compositional and property variations in organoclay feed). Since 

the disturbance sources are different from the sources of process 

inputs, the BJ model is a better choice for 20A concentration.   

 

5.4 Controller Design 

Since any fluctuations in the process variables can cause undesirable variations 

in the product quality, it is important to minimize the input and process disturbances. 

The objectives of controller C1 is to reject these disturbances as well as to track the 

set-points for the process outputs determined by the outer loop controller C2. A 

multivariable MPC is designed to achieve these goals (see Appendix E for theoretical 

support of using MPC).  

The sample interval ts of the controller was first chosen as 10 s according to the 

following criterion: 

 
   

   
    

   

  
  5-8 

 

where Tst is the process settling time obtained from step test (see section 5.3.1).  

Generally, the MPC algorithm consists of three basic elements: (i) prediction 

model, (ii) objective function, and (iii) obtaining the control law 
126

.  These elements 

for the innermost loop controller C1 are discussed as follows.  
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1. The predictions for the process outputs are based on the empirical 

MIMO model (see section 5.3.3) with a discrete state-space formulation: 

                          
                          5-9 

 

where y is the vector of outputs, u is the vector of inputs, and x is the 

vector of states, and v1 and v2 are the noises affecting the process and 

the output, respectively. 

2. The objective function has a quadratic form, shown as:  

          
           

       
 
     5-10 

 

Here, Q and R are diagonal weighting matrices, k is the sampling 

instant, and p is the prediction horizon.  

3. The control action u(t) is computed by minimizing the objective 

function J in Equation 5-10 at each time interval k, subjecting to the 

following constraints:  
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    5-12 

 

where m is the control horizon. Constraints for the inputs and outputs 

were selected to ensure the process is operated in the safe region. Also, 

as in the standard MPC algorithm, the receding strategy is employed: 

Only the first element of the vector u(t) is applied, rejecting the rest and 

repeating the optimization procedure at the next sampling instant.   
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5.5 Controller Implementation: Simulation Study 

The controller C1 performance was evaluated first in simulation to tune the 

MPC parameters for satisfactory set-point tracking and disturbance rejection. The 

tuning parameters, shown in Table 5-9, were determined based on the tradeoff 

between fast controller action and the stability of the process. The weights for all the 

manipulated variables were chosen to for a mediate aggressive control action (see 

weighing matrix R). In addition, the weights for y2 and y3 were selected to be much 

higher than y1 (see weighing matrix Q), because it is important to maintain the 

organoclay concentration at the desired value (y2 = 25 wt. %) and the 20A 

concentration is strongly related to the clay dispersion as well as the end-use 

properties. The constraints were selected to ensure that the process is operated in a 

stable and safe fashion.      

Table 5-9: MPC parameters used in the simulation 

MPC parameter Value 

Input weight matrix R diag[3 1 1] 

Output weight matrix Q diag[0.5 50 50] 

Control horizon 250 s 

Prediction horizon 500 s 

Input constraints 

u1: [2 10] (lb/h) 

u2: [0.1 3] (lb/h) 

u3: [0.10 0.8] (lb/h) 

Output constraints 

y1: [700 1600] (watt) 

y2: [20 30] (wt. %) 

y3: [60 90] (%) 
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In the simulation, we introduced 5% plant–model mismatch such that the state-

space matrices of the plant model was obtained by multiplying corresponding matrices 

of the prediction model by 0.95. To evaluate the controller performance on set-point 

tracking and disturbance rejection, we implemented a set-point change in each process 

output at t = 0 and step disturbances in y1 at t = 1000 s. Note that no step disturbances 

were introduced in the concentration variables (y2 and y3), because step disturbances 

are not feasible for y2 and y3. Since the disturbances associated with y2 and y3 are input 

disturbances, introducing step disturbances must deliberately change the input 

variables and maintain these changes in the manipulative variables, which will lead to 

no control actions for the controller C1. 

The simulation results are presented in Figure 5-4, which shows that while the 

controller is able to follow the set-point changes in y2, it cannot eliminate the offsets in 

y1 and y3. These offsets can be explained by the following reason: In principle, in this 

3   3 system, three manipulated inputs, u1, u2, and u3, are used to control three process 

outputs, y1, y2, and y3. However, due to the fact that y2 = (u2 + u3) / (u1 + u2 + u3) and 

y3 = u3 / (u2 + u3), there is only one truly independent manipulated variable. With the 

loss of two degree of freedoms, only one of the three output variables can be driven 

independently to an arbitrary set-point. Moreover, the offset in y1 (~ 10 watt) is larger 

than the offset in y3 (< 1%). This observation results from the choice of the output 

weighting matrix Q (Table 5-9). Since more weight was imposed on y3 than y1, the Q 

matrix leads to less offset in y3 than in y1. 

Although offsets are present in y1 and y3, it may not have a significant effect on 

the performance of the overall control scheme, because the outer loop controller C2 is 

able to compensate for the offsets. 
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Figure 5-4: Controller C1 performance: simulation results for set-point tracking and 

disturbance rejection. The dashed lines in the right-hand panels represent 

the set-points, and the solid lines represent the process outputs  
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5.6 Controller Experimental Implementation 

5.6.1 Hardware–Software Implementation Scheme  

Online implementation of the control scheme on a real process requires an 

interface between the process and the computer, where the real-time measurements are 

acquired from the hardware of the process (in our case using the DAQ hardware), and 

the optimal control actions are calculated by the computer and implemented within 

predesigned control interval (10 s). Therefore, a hierarchical strategy 
127

, shown in 

Figure 5-5, was employed to implement controller C1 on the pilot-scale twin screw 

extruder process described in section 3.6, where a ―hardware controller‖ acts the 

interface to the on-line control algorithms. The hardware controller is responsible for 

acquiring sensor signals from the DAQ hardware, translating the sensor signals (e.g., 

current/voltage) to real values (e.g., motor power and feed-rates), sending them to 

mathematical software for control action computation, and converting them back to 

sensor signals, which are then sent back to the DAQ hardware for implementation on 

the process.       

In this study, we realized such a hardware controller using LabVIEW
®
. The 

control algorithm was executed in the Matlab
®
 script of LabVIEW

®
 by taking 

advantage of the LabVIEW
®
 Active interface with Matlab

®
. Besides, the ―timed‖ loop 

was employed to implement the control action within the control interval. 
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Figure 5-5:  Labview–Matlab interface for experimental implementation of controller 

C1 on a pilot-scale twin screw extrusion process 
39
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5.6.2 Experimental Results 

The basic control scheme designed and simulated in the previous part of this 

chapter was implemented on an experimental extrusion process, and its performance 

in set-point tracking was evaluated under the conditions in Table 5-10. Beginning 

from the baseline conditions, a step change was made in the desired set-point value of 

y1 and y3, while y2 was kept constant because it is important to maintain the 

organoclay concentration in masterbatches at the desired value (y2 = 25 wt. %).   

Table 5-10:  Process output variable baseline and set-points used in the experiment 

 
Motor power y1 

(Watt) 

Organoclay conc. y2 

(wt. %) 

20A conc. y3  

(%) 

Baseline 1100 25 70 

Set-points 1300 25 75 

 

 

The performance of the basic control system is shown in Figure 5-6, where the 

tuning parameters for controller C1 is modified as following for ensuring a stable 

process: R = diag[1 1 1]; Q = diag[0.05 5 10]. The right-hand panel shows that the 

controller C1 is able to track the set-points of motor power and 20A concentration with 

some offsets while maintain the organoclay concentration essentially constant. As we 

discussed in the previous section, the control system only have one degree of freedom, 

which cannot lead to completely offset-free set-point tracking for all the three process 

output variables.   
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Figure 5-6: Controller C1 performance on the experimental pilot-scale extruder: 

responses under conditions listed in Table 5-10 

0 200 400 600 800 1000
1100

1200

1300

1400

M
o

to
r 

p
o

w
e

r
y 1

 (
w

a
tt
)

time (s)

0 200 400 600 800 1000
24

26

28

30

O
rg

a
n

o
c
la

y
 c

o
n

c
.

y 2
 (

w
t%

)

time (s)

0 200 400 600 800 1000
70

72

74

76

2
0

A
 c

o
n

c
.

y 3
 (

%
)

time (s)

0 200 400 600 800 1000
6

7

8

9

Io
n

o
m

e
r 

fe
e

d
ra

te
u

1
 (

lb
/h

)

time (s)

0 200 400 600 800 1000
1

1.5

2

2.5

2
0

A
 f
e

e
d

ra
te

u
2
 (

lb
/h

)

time (s)

0 200 400 600 800 1000
0.5

0.6

0.7

0.8

9
3

A
 f
e

e
d

ra
te

u
3
 (

lb
/h

)

time (s)



 111 

5.7 Conclusions 

This chapter presented a MIMO model predictive control strategy for the 

innermost controller C1 and demonstrated its performance both in the simulation 

environment and on a pilot-scale extrusion system. The key features of the controller 

C1 are listed as follows:  

1. The controller structure was determined to be a 3   3 system with Na 

ionomer feed-rate, 20A feed-rate, and 93A feed-rate as its manipulative 

variables and motor power, organoclay concentration, and 20A 

concentration as its controlled variables.  

2. A MIMO model consisting of three MISO linear models was identified 

for predicting the process behavior. The idea of using linear models for 

the extrusion process was motivated by the fact that this process is 

reasonably linear around the operating point.  

3. Base on the identified MIMO model, a model predictive controller with 

constraints was designed and appropriately tuned to ensure the set-point 

tracking for important process outputs such as organoclay 

concentration and 20A concentration.  

 

The results of both simulation and experimental study show satisfactory 

controller performance on set-point tracing and disturbance rejection. Although offsets 

are present in motor power and 20A concentration, this will not significantly sabotage 

the performance of the overall control scheme since an outer-level multivariate 

controller C2 will be designed (see Chapter 6) to enable effective control of end-use 

properties. 
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Chapter 6 

CONTROL SYSTEM DESIGN AND IMPLEMENTATION II:  

PRODUCT END-USE PROPERTIES 

6.1 Introduction 

The traditional control strategy, discussed in the previous chapter, employs 

process outputs as the indicators of product end-use properties; however, these 

strategies is inadequate to ensure the attainment of products with desired end-use 

properties, because the process variables are only surrogate indicators of the end-use 

characteristics. As more direct indicators of these properties, product quality variables 

were regulated in several recent studies 
66, 69

, but this is still not sufficient to guarantee 

that the manufactured products will meet end-use property specification. To achieve 

customer requirements of acceptable performance products, it is critical to extend the 

basic control scheme of regulating process outputs to advanced control scheme 

explicitly involving the control of end-use properties. 

In this chapter, we present such an advanced control scheme for regulating 

product end-use properties explicitly and efficiently. We first discuss the model, Myw, 

relating end-use properties, w, to the process outputs, y, in section 6.2.1. Based on the 

model, a MIMO model predictive controller C2 is designed and implemented together 

with the innermost loop controller C1 in simulation in sections 6.2.2 and 6.3, 

respectively.     
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6.2 Controller Design 

The purpose of controller C2 is to follow the set-points of end-use properties by 

manipulating the set-points for the process outputs, which are then tracked by the 

innermost loop controller C1. As discussed in Chapter 3, for the illustrative extrusion 

process, the end-use properties of interest are secant modulus, w1, and elongation at 

break, w2, which naturally are the controlled variables of this controller. Since it is 

desirable to keep the clay concentration constant in the masterbatches, process output 

variable y2 cannot be selected as the input. Thus, the input variables of controller C2 

are motor power, y1, and 20A concentration, y3. Because the model predictive 

controllers are efficient in handling multivariable and constrained processes, the 

controller C2 is also designed as a model predictive controller.  

6.2.1 Model Development 

The model, Myw, used for predicting end-use properties, w1 and w2, by process 

outputs, y1 and y3, is expected to be a linear model (see Equations 6-1 and 6-2) without 

dynamics due to the slow rate of obtaining product property measurements. The model 

parameters were obtained from the data of step changes in process outputs, shown in 

Table 6-1.  

         6-1 

 

where , w = [w1 w2]
T
, y = [y1 y3]

T
, and   

     
         

            
     

    
   

   6-2 
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Table 6-1: Experimental results of step changes implemented in motor power and 

20A concentration 

No. 

Inputs of controller C2 Outputs of controller C2 

Motor power y1 

(Watt) 

20A conc. y3 

(%) 

Secant modulus w1 

(MPa) 

Elongation at break w2 

(%) 

1 1376.59 80 266.78 199.29 

2 1208.10 80 257.16 210.01 

3 1068.44 80 254.34 208.99 

4 1293.45 70 243.95 228.31 

5 1154.38 70 233.29 239.84 

6 1012.34 70 238.59 248.27 

7 1214.03 60 219.29 270.86 

8 1106.82 60 222.52 260.57 

9 986.76 60 224.36 250.63 
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The gain matrix K of the model reveals important physics of the relationship 

between ‗w‘ and ‗y‘. For example, secant modulus and elongation of break are 

negatively correlated (opposite signs in the columns of K), and the secant modulus is 

improved as the 20A concentration increases, whereas the elongation at break is 

deteriorated with increased 20A clay composition. Also, note that y3 affects the end-

use properties more significantly than y1 (larger values in the second column of the 

gain matrix compared to the values in the first column). Therefore, from intuition, 

these observations indicate that even a perfect tuned controller cannot improve the 

secant modulus and the elongation at break spontaneously (see section 6.3).   

The model predictions and actual measurements are shown in Figure 6-1. 

Although not perfect correlation between ‗w‘ and ‗y‘ was observed, the model is able 

to provide a reasonable prediction of the properties, which is therefore sufficient 

enough for designing and implementing the controller. 
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(a) 

 
(b) 

Figure 6-1: Model Myw predictions and measurements of (a). secant modulus;  

(b). elongation at break. The solid lines are the Y = X lines. Error bars 

represent the 95% confidence intervals obtained by five samples for each 

point  
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6.2.2 Model Predictive Control  

The outer loop controller C2 is also implemented as a model predictive 

controller with characteristics listed below:  

1. Since no inference models are used to provide the estimates of end-use 

properties at a faster rate, the controller is implemented at a much 

slower rate (i.e., the rate of obtaining property measurements), which is 

5000 s (~ 1.4 h). The sampling time of this loop is selected based on the 

criteria proposed in Appendix F. 

2. A plant–model mismatch is introduced by multiple 0.95 to each 

parameter in the model.  

3. The control action y(t) is computed by minimizing the objective 

function J:  
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subject to the following constraints:  

 

         

           
 

             

   

      

        
 

          

   

         

           
 

             

    6-4 

 

         

           
 

             

   

      

        
 

          

   

         

           
 

             

    6-5 

 

where, w = [w1 w2]
T
, y = [y1 y3]

T
, Q and R are diagonal weighting 

matrices, k is the sampling instant, m is the control horizon, and p is the 

prediction horizon. As in the standard MPC algorithm, the receding 

strategy is employed: Only the first element of the vector y(t) is applied, 

rejecting the rest and repeating the optimization procedure at the next 

sampling instant. 
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6.3 Controller Implementation in Simulation 

The performance of the control scheme involving controllers C1 and C2 was 

evaluated in simulation using the conditions shown in Table 6-2. In simulation I, a 

step increase is made in secant modulus simultaneously with step decreased in 

elongation at break. In simulation II, simultaneous step increases are made in both 

secant modulus and elongation at break. In both simulations, the innermost loop 

controller C1 was implemented as designed in section 5.5. The prediction horizon was 

selected as 69.40 h, and the control horizon was at 23.13 h. The tuning parameters for 

controller C2 are listed below: Q = diag[50 800]; R = diag[0 0].  

Table 6-2: Product property baseline and set-points used in simulations 

 

Secant modulus w1 (MPa) Elongation at break w2 (%) 

Baseline 238.61 238.81 

Simulation I: set-points 223.61 253.81 

Simulation II: set-points 253.61 253.81 

 

 

The results of simulation I are shown in Figure 6-2, where it can be seen, from 

the right-hand panel, that controller C2 is able to track the end-use property set-points 

with small offsets. The performance of controller C1 can be observed in the left-hand 

panel. As expected from the discussion in the previous chapter about the performance 

of controller C1, offsets are presented in both y1 and y3, and the offset in y3 is smaller 

than that is in y1. These offsets in the process outputs act as the disturbances of 

controller C2, which contribute to the offsets in the end-use properties.  
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As discussed in the previous section, the model, Myw, indicates that not 

arbitrarily set-points of w1 and w2 can be tracked efficiently: The controller cannot 

improve both of the end-use properties spontaneously due to the physics of the 

nanocomposites, where decreased 20A composition in the clay blend deteriorates the 

secant modulus while enhances the elongation at break (see Chapter 3). This point is 

buttressed by the results of simulation II, shown in Figure 6-3. The objective of this 

simulation is to follow the positive step changes in secant modulus and elongation at 

break spontaneously. However, this objective is physically impossible (see section 

6.2.1). Therefore, it is not surprising that, as presented in Figure 6-3, the elongation at 

break increases  whereas the secant modulus decreases a little (see right-hand panel) as 

the 20A concentration decreases (see left-hand panel). Also, y1 and y3 present large 

offsets, which are due to that the feed-rate of 93A (input of innermost loop controller 

C1) has reached its physical limit.   

Further, note that the controller C2 took almost 10 h to reach the desired set-

points for the end-use properties. This observation indicates that it is necessary to 

incorporate inference models to improve the controller performance as well as realize 

on-line control of the properties.   
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Figure 6-2: The performance of the control scheme involving controllers C1 and C2 

for simulation I in Table 6-2. The dashed lines represent the y/w set-

points, while the solid lines represent the y/w measurements  
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Figure 6-3: The performance of the control scheme involving controllers C1 and C2 

for simulation II in Table 6-2. The dashed lines represent the y/w set-

points, while the solid lines represent the y/w measurements  
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6.4 Conclusions 

This chapter discusses the controller design and implementation of the outer 

loop controller C2 for regulating product end-use properties. A steady-state model was 

developed to relate the end-use properties with process output variables. Based on this 

model, we designed controller C2 as a MIMO model predictive controller. The 

simulations performed in this chapter buttress the physics of the process, where the 

controller cannot improve the secant modulus and elongation at break simultaneously. 

The results also show that inference models are required to improve the controller 

performance and realize on-line control of these infrequently available properties.   
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Chapter 7 

CONTROL SYSTEM DESIGN AND IMPLEMENTATION III:  

CUSTOMER FEEDBACK CONTROLLER REGULATOR 

7.1 Introduction 

The control scheme discussed thus far not only involves a controller C1 for 

process variable regulation (e.g., motor power, organoclay concentration, and 20A 

concentration), but also incorporates a controller C2 for product end-use property 

regulation explicitly (e.g., tensile strength and toughness). However, the product end-

use properties are only surrogate indicators of the product end-use performance 

characteristics. Therefore, even under perfect implementation of such a control 

scheme, there can be no guarantee product performance in end-use will be precisely as 

required by the customer. Especially with products tailored for specific applications, it 

is essential to incorporate actual customer feedback on product performance into the 

overall control scheme.  

The objective therefore is to develop a scheme whereby customer feedback on 

product performance – whether the product performed acceptable as desired or not — 

is used explicitly to take rational corrective action if the product does not perform in 

end-use precisely as designed. Such a scheme is illustrated in Figure 7-1 where the 

binary customer feedback information, z (z = 1 when the product performs in end-use 

precisely as designed, and z = 0 otherwise) is used to determine appropriate set point 

w
*
 for the product quality attributes. To accomplish this objective, we design and 

implement, for the first time, a customer feedback regulator C3 which is illustrated by 
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our specific example of manufacturing polymer nanocomposites for a packaging film 

application. Some theoretical study relating to the characteristics of the regulator (e.g., 

achievable probability of acceptance) is also discussed in this chapter.   

 

Figure 7-1:  The customer feedback control scheme. The inner two loops involving 

process variable control and end-us property control are considered as the 

manufacturing process 

7.2 Product Quality Specifications 

Manufactured products are accepted by end-use customers only when their 

product quality attributes (e.g., for packaging films: tensile strength, toughness 

(represented by elongation at break), tear strength, etc.) lie within a specific range of 

values. Table 7-1 shows a typical set of customer specifications on end-use properties 

for the polymer nanocomposites used in the packaging industry. 

Table 7-1: Example customer specifications on end-use properties for polymer 

nanocomposites used in the packaging industry 

Property Desired value with variance 

Tensile strength, w1 25.9 ± 1.41 (MPa) 

Toughness, w2 235 ± 20 (%) 

Tear strength, w3 50 ± 6.32 (lb/ft) 
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For products from the same lot in a manufacturing process, it is reasonable to 

assume that the variability observed in the product properties w follows a multivariate 

normal distribution with mean vector μ and a covariance matrix Σ, so that when the 

manufacturing process is operating properly, for the product with specifications in 

Table 7-1, the 3-dimensional w vector is represented as: 

               

  

  

  

              

  
             

        
       

              
 

  7-1 

 

where w
*
 is the desired set-point vector.  

We assume that the manufacturing process is designed to meet the customer 

specifications at a pre-specified performance level π
*
 = 95%. Then, for the given 

customer specification ranges r1, r2, and r3, for the three w variables, according to the 

customer specifications shown in Table 7-1, we designed a manufacturing process 

with appropriate variability so that the customer specifications are achieved at 95% 

performance level; then the standard deviations associated with each w variable, σ1, σ2, 

and σ3, cannot exceed the following specific values: 

    
  

  
    

  

  
    

  

  
  7-2 

 

with the constant C determined from the Chi-square distribution with 3 degrees of 

freedom value, which for the prescribed 95% performance level is obtained as: 

     
                7-3 

 

The implication of Equation 7-2 is as follows: with 95% confidence, the 

observed values for each wi, by definition of a 95% confidence interval, will lie in the 

range   
      ; this range will map directly onto the customer specified desired 



 126 

range (and hence the manufactured process will be acceptable) only if the standard 

deviations associated with each variable do not exceed the values shown in Equation 

7-2. For the example shown in Table 7-1, the customer specification ranges r1, r2, and 

r3, are given as:  

                        7-4 

 

So that to meet the customer specification at a performance level of 95%, the 

allowable standard deviations must not exceed the following values: 

                         7-5 

 

Finally, we note that end-use properties are correlated, (as implied in Equation 

7-1); for the specific example, we consider a correlation structure represented by the 

following correlation coefficients: 

                            7-6 

 

Consequently, the ―acceptance region‖ in the example system‘s 3-dimensional 

product characteristics space in which at least 95% of the manufactured products will 

fall under normal conditions, is described by the following inequality: 

       
                        

  
             

        
       

              
 

   7-7 

 

where from Table 7-1, μ0 = [25.9 235 50]
T
, and the standard deviations and the 

correlation coefficients are as in Equations 7-5 and 7-8. Thus, to produce acceptable 

products, the manufacturing process must be designed to maintain the product 

properties at the target values, with intrinsic variability no larger than the values 
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shown in Equation 7-5. In what follows, we assume that the end-use property control 

loop is capable of achieving this objective.  

Problems arise when unmeasured disturbances perturb process operation away 

from conditions that customarily lead to the production of products whose properties 

lie in the acceptable region. This is particularly problematic because it is impossible to 

measure all possible product properties variables that contribute to the product‘s end-

use performance. Under these conditions, the performance level (percentage of 

product that is acceptable by the customer) deteriorates and will not improve unless 

the disturbance is transient, or corrective action is taken to compensate for the effect of 

the disturbance. The role of the customer feedback controller may therefore be stated 

as follows: use customer feedback information (the most direct indicator of whether 

the produced product is able to meet the customer‘s end-use, not just measurements of 

product attributes) and employ it directly within the overall control scheme to take 

rational corrective action whenever the product performance level falls below a 

desired level as a result of the influence of a disturbance. 

7.3 The Customer Feedback Control Scheme 

The customer feedback loop as indicated in Figure 7-1 utilizes the (binary) 

customer feedback data to determine appropriate set-point targets for the product end-

use properties. For the specific illustrative example described above, consider that of 

the three indicated properties, only w1 and w2 are measurable, while w3 is not. Keep in 

mind, however, that all three end-use properties determine end-use performance. The 

basic premise of “Customer Feedback Control‖ is that one can take advantage of the 

correlations among these properties (    ), to compensate for the effects of 

disturbances on the unmeasured property by adjusting the values of the measured 
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properties commensurately. Thus, customer feedback control involves judiciously 

manipulating the measured properties to maximize the chances of meeting 

performance requirements. 

The proposed customer feedback control scheme incorporating customer 

feedback information consists of the following three components: (i) modeling z as a 

function of the measured product properties, wm, (ii) designing the controller C3 based 

on the model, and (iii) developing a methodology to implement the controller. 

7.3.1 Modeling Approach 

In the proposed customer feedback control, the customer feedback information 

is integrated into a control loop that is outside the loop where the measured product 

attributes is effectively regulated; by utilizing the customer feedback data, the control 

decisions are then based on computing appropriate set-point targets for the measured 

product attributes to ensure the acceptable product performance. To facilitate making 

appropriate control decisions, it is necessary first to relate the customer feedback 

variable to the measured product attributes (in the illustrative example, w1 and w2).  

As discussed in Garge et al. 
128

, the key impediment to designing customer 

feedback controller is associated with the following intrinsic characteristics of 

customer feedback information: (i) it is binary (the customer is either satisfied with the 

product, in which case z = 1, or not, in which case z = 0); and (ii) it is available 

infrequently (often on the order of days or weeks or however long it takes the 

customer to assess product performance in end-use). The binary characteristic of z is 

illustrated in Figure 7-2, which shows representative data on measurements of w1 and 

w2 for 100 lots of product and the corresponding customer feedback. The challenge 

involved is twofold: (i) How does one model z as a function of w, particularly because 
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while w is continuous, the dependent variable z is binary? (ii) How does one use such 

a model to implement a feedback controller? 

 

 

Figure 7-2: Customer feedback data on the measurements of tensile strength w1 and 

toughness w2 (the total number is 100) 
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Our modeling approach employs binary logistic regression (BLR) whereby w, 

is used to compute π(w), the probability of acceptance, defined as the probability that z 

= 1, i.e., that the product with the indicated set of end-use characteristics meets the 

customer performance requirements 
129

. The general mathematical form of the BLR 

model is given by:  

    
     

       
          

 
     7-8 

 

where wi is the i
th

 measured product attribute. In the specific illustrative example, with 

two measured end-use properties, Equation 7-8 becomes: 
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This equation can also be rearranged to: 

           
             

               
  7-10 

 

Generally, the maximum likelihood estimation method (MLE) is applied to 

estimate the BLR model parameters (βi) from data. Given the BLR model, this method 

provides the values for the unknown BLR model parameters which maximize the 

probability of obtaining the observed set of customer feedback data. For the example 

customer feedback data in Figure 7-2, the estimated parameters by MLE method are: 

                            7-11 
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7.3.2 Controller Design 

The objective of controller design is to derive an appropriate control law for 

determining the current set-points for the measured end-use properties, wm
*
(k), at 

sampling time instant k, required to meet the desired target performance level in the 

manufactured products, 

 πk(wm
*
) = π

*
  7-12 

 

given the current feedback information (equivalently, the current actual performance 

level) (see Figure 7-1). In the specific illustrative example, wm
*
(k) = [w1

*
(k) w2

*
(k)]

T
, 

π
*
 is the target probability of acceptance (the desired performance level, for example, 

95%). 

In the vector form, the currently recommended set-point targets, wm
*
(k), can be 

computed by:  

    
        

               7-13 

 

where wm
*
(k-1) is the set-point value in the previous sampling interval. Here, the 

controller determines ∆wm
*
(k), the change in the set-point required to meet the desired 

performance level. In the specific illustrative example, ∆wm(k) = [∆w1(k) ∆w2(k)]
T
.  

Mathematically, the problem may be stated as follows: Given the BLR model 

in Equation 7-8, for π(wm), determine wm* such that π(wm*) = π*, the pre-specified 

desired performance level. The solution to this problem requires optimization in the 

most general case, because π(wm*) is a scalar and wm* will almost always be a vector. 

For the specific illustrative example, with two measured variables, the required two-

dimensional control vector ∆wm(k) is determined as a minimum norm adjustment 
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vector ||∆wm(k)|| that maximizes π(wm*); in this case, it can be shown that the solution 

is (see Appendix G): 
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7.3.3 Controller Implementation 

Concerning the controller implementation, there are two aspects that need to be 

taken into consideration: the conceptual sequence of implementing the controller and 

the practical considerations during the controller implementation.  

7.3.3.1 Conceptual Sequence 

Before implementing the controller, we first estimate the BLR model 

parameters by historical customer feedback data. The model parameters remain 

constant and are not updated throughout the controller implementation: The reason is 

that the BLR model with measured property variables cannot perfectly illustrate the 

relationship between z and all possible product properties variables that contribute to 

the product‘s end-use performance (e.g., in the specific illustrative example, customer 

feedback is determined by w1, w2 and w3 simultaneously). Thus, our control strategy is 

to achieve desired customer acceptability by adjusting the set-point targets of 

measured property variables without updating the BLR model parameters. 
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Then, the conceptual sequence of controller implementation, shown in Figure 

7-3, is described as follows:  

1. Total number of N customer responses is collected during each time 

interval k, and the performance of products with previous end-use 

properties set-point targets wm(k-1) is evaluated by the probability of 

product acceptance πk-1(wm). πk-1(wm) is calculated by counting the 

percentage of the total number of  ‗z = 1‘ in N customer feedback data, 

shown as follows: 

       
   

   

 
  7-15  

2. The probability of acceptance πk-1(wm) is then compared with the 

desired acceptance level π
*
. If πk-1(wm) is smaller than π

*
, the new set-

point targets for w1 and w2 are calculated using control actions shown in 

Equation 7-14 with the estimated BLR model parameters. If πk-1(wm) is 

larger or equal to π
*
, the controller does not update current set-point 

targets for the measured end-use properties. 

3. Steps 1 and 2 are repeated at each time interval k.  
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Figure 7-3: The conceptual sequence of controller implementation 
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7.3.3.2 Practical Considerations 

To implement the controller in practice, one has to consider the variability 

observed in the data. The variability in the data consists of two main aspects: (i) 

inherent variability in the end-use properties caused by measurement techniques, and 

(ii) uncertain variability of the customer feedback data z when the customer processes 

the end-use product. 

The procedure applied in practice is similar to the one described in previous 

section, but with the following two important modifications: 

1. To account for the inherent variability in the end-use properties, instead 

of implementing the full change in set-point ∆wm(k), we introduced a 

weighting factors 0< γ <1 as follows: 
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where γ = [γ1 γ2 … γp]
T
 with γi representing a ‗weight‘ corresponding to 

i
th

 product property. γi is assumed to be inversely proportional to the 

standard error (SE) of the N collected i
th

 product property; thus, it can 

be computed by: 

    
  

     
  7-17 

 

where Ki is a constant, which can also be considered as a tuning factor. 

2. Considering the variability in customer feedback data, we used a 

damping factor to the targeting performance level by involving 

probability of acceptance of previous time interval πk-1(wm). As a result, 

Equation 7-12 was altered as follows: 

      
                           7-18 

 

Notice that the damping factor ψ is employed to adjust the utilized 

portion of customer feedback information of the previous time interval. 

The parameter ψ, bounded between 0 and 1, can be tuned 

independently, with increasing aggressiveness as its value approaches 
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1. Consequently, *̂ , used to compute the control actions in 7-14, is 

modified as follows:   

      
     

                       

                         
   7-19 

 

The main advantage of these modifications is that it accounts for the effects of 

variability existing both in end-use properties and in customer feedback data on the 

controller performance by parameters γ and ψ. In the case of our illustrative example, 

three tuning parameters such as K1, K2, and ψ appear naturally in the modified 

procedure.  

7.4 The Achievable Probability of Acceptable 

Depending on the nature and magnitude of the disturbance responsible for 

reducing acceptable performance level, the customer feedback controller may or may 

not be able to eliminate the effect of the disturbance on the unmeasured properties 

completely. There is a maximal probability of acceptance that the customer feedback 

controller is able to achieve after the disturbance, which is defined as the achievable 

probability of acceptable. As part of the controller design process, it is necessary to 

develop a technique for determining achievable probability of acceptable in any 

attempt to recover from the occurrence of a performance-reducing disturbance. 

7.4.1 The Determination of the Achievable Probability of Acceptable 

To solve this problem, we first establish a mathematical relationship between 

the probability of acceptance P and any given disturbance d. Then, the achievable 

probability of acceptable is determined by maximizing P based on the mathematical 

relationship.  
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Statistically, the probability of acceptance is the probability that the end-use 

properties of the manufactured products fall within the ―acceptance region‖. 

According to the definition of acceptance region given by Equations 7-3 and 7-7, the 

probability of acceptance at any state can be expressed as: 

           
               7-20 

 

Similar to the special case for the 3-dimensional w vector (see Equation 7-1), 

the product properties w with (m+n) dimensions, where m variables are measured 

while n variables are not,  also follows a multivariate  normal distribution with mean 

vector μ and a covariance matrix Σ, represented as: 
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where 
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   7-24 

 

Notice that µ is the mean vector of the (m+n) product properties at any given 

disturbance vector d, which can be divided into two components: (i) µ0, the vector of 
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initial mean, and (ii) δ, the vector of adjustments to the m measured properties, ∆w = 

[δ1 δ2 … δm]
T
, and disturbances of the n unmeasured properties, d = [d1 d2 … dn]

T
.  

If we define variable D as 

         
             7-25 

 

then the problem can be re-stated as follows: Given the pdf of w shown in Equation 

7-21, determine the variable D‘s pdf such that the probability of acceptance can be 

solved by calculating the cdf of the variable D (see Equations 7-20 and 7-25). 

To solve the problem, we first define a new variable X by de-trending w with 

its initial mean vector µ0:   

          7-26 

 

Then, the variable D can be re-written as follows:  

                  
 
          7-27 

 

As a linear combination of the multivariate normally distributed variable w, the 

variable X also follows a multivariate normal distribution with a new mean vector δ 

and the same covariance matrix Σ. Recall that if X follows a multivariate normal 

distribution with N(X
*
, Ʌ) and Y = BX + b, then Y also follows a multivariate normal 

distribution with N(E(Y) , Cov(Y)), where the mean and covariance can be calculated 

by E(Y) = BX
*
+b and Cov(Y) = BɅB

T
 (see Chapter 5 in Gut 

130
).  

If the variable Y is defined as:  

           7-28 

 

then Y is also multivariate normally distributed with the mean and covariance shown 

below:   
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             7-29 

                      7-30 

 

Since the covariance matrix of the variable Y is an identity matrix, Y1, Y2 … 

Yn+m are (n+m) independent, normally distributed random variables with means shown 

in Equation 7-29 and unit standard deviations. Therefore, the variable Y‘s squared 

norm, Y
T
Y, is distributed according to the noncentral Chi-square distribution with 

(m+n) degrees of freedom and a noncentrality parameter λ (see Chapter 1 in Muirhead 

131
), where  
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From Equation 7-27 and the definition of Y (see Equation 7-28), it is observed 

that the variable D is the squared norm of the variable Y. Therefore, the pdf of the 

variable D is a noncentral Chi-square distribution with (m+n) degree of freedom and 

noncentrality parameter λ shown in Equation 7-31. As a result, the probability of 

acceptance depicted in Equation 7-20 is the cdf of the noncentral Chi-square 

distribution, shown below: 
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where k  is the degree of freedom (k = m+n), λ is the noncentrality parameter shown in 

by Equation 7-31, C = 7.81 (see Equation 7-3), and Q(C; k+2j) is the cdf of the central 

Chi-square distribution with (k+2j) degrees of freedom.  

The mathematical expression of the probability of acceptance (Equation 7-32) 

shows that the probability of acceptance solely depends on λ, which is a measurement 

of how far the distribution of properties with a mean vector µ for any given 
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disturbance vector d deviates from its initial distribution with the initial means µ0. 

Specifically, higher value of λ indicates larger deviation, which in turn leads to 

decreased probability of acceptance. Therefore, for any given disturbance vector, d, 

the achievable probability of acceptance is the maximum of the cdf of a noncentral 

Chi-square distribution with k degrees of freedom and the minimal noncentrality 

parameter λmin given by the expression: 
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where λmin depends on the adjustments to the measured product properties, ∆wm, and 

the magnitude of the disturbance, d. 

In the specific illustrative example with the 3-dimensional w vector but for 

which only the 2-dimensional subset, [w1, w2]
T
, is measured, in the event of a step 

change disturbance of magnitude d affecting w3, the derivation of λmin is as follows. 

         
   

       
  

 

  
 

 

   7-34 

 

where Σ is the covariance matrix defined in Equation 7-22, and δ1
*
 and δ2

*
 are the 

corresponding adjustments must be made for properties w1 and w2. Note that the 

values of δ1
*
 and δ2

*
 are only related to the covariance matrix parameters and d (see 

Appendix H). The value of Pmax for given λmin can be readily calculated by software 

such as MATLAB
®
. 
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7.4.2 The Effect of the Disturbance Magnitude 

The advantage of knowing the achievable probability of acceptance Pmax in 

advance is that this parameter provides insights into whether it is worthwhile to 

implement the customer feedback controller for performance recovery. For a given 

process with a constant variability (i.e., covariance matrix parameters does not change 

with time), d is the only variable that affects the achievable probability of acceptance 

(see Equations 7-33 and 7-34). Therefore, the study of the effect of the disturbance 

magnitude on Pmax will be insightful into making rational and judicious decisions of 

whether or not to implement the customer feedback controller for performance 

recovery. This study is illustrated by the afore-mentioned example involving w1 and 

w2 measurements.  

For a step disturbance affecting unmeasured property w3, the disturbance 

magnitude d of interest ranges from 0 lb/ft to -10 lb/ft, listed in Table 7-2. For each d 

under consideration, we calculated the following parameters using the covariance 

matrix parameters in Equations 7-5 and 7-6: the necessary adjustments δ1
*
 and δ2

*
 

made for properties w1 and w2 respectively (Equations H-8 and H-9), the 

corresponding λmin (Equations 7-34), and Pmax (Equations 7-33). The results are shown 

in Table 7-2 and Figure 7-4. 

From the results, we observe that under normal condition (i.e., d = 0), the 

achievable probability of acceptance can reach to the pre-specified performance level 

95%; however, when the disturbance occurs (i.e., d ≠ 0), λmin increases and the 

achievable probability of acceptance deteriorates with increased disturbance 

magnitude. This observation can be explained as follows: Based on the expressions of 

δ1
*
 and δ2

*
, λmin can be further simplified as:  

                7-35 
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where the constant 0.193 is computed using the covariance matrix parameters in 

Equations 7-5 and 7-6 (see Appendix H). Therefore, λmin is proportional to the square 

of the disturbance magnitude d. With increased disturbance magnitude, the 

distribution of properties with current mean vector deviates further from its initial 

distribution with initial means (i.e., larger λmin), which as a result decreases the 

achievable probability of acceptance.  

Table 7-2: The achievable acceptance of probability, Pmax, the minimal noncentrality 

parameter, λmin, and the corresponding adjustments of measurable 

properties, δ1
*
 and δ2

*
, at a given disturbance d 

d  

(lb/ft) 

δ1
* 

(MPa) 

δ2
* 

(%) 
λmin 

Pmax  

(%) 

0 0.00 0.00 0.00 94.99 

-2 0.30 -3.98 0.77 90.03 

-4 0.59 -7.96 3.09 71.76 

-6 0.89 -11.93 6.95 41.34 

-8 1.18 -15.91 12.36 14.80 

-10 1.48 -19.89 19.31 2.96 
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Also, note that the achievable probability of acceptance drops below 50% 

when the disturbance magnitude is larger than 5.5, and the achievable probability of 

acceptance becomes as low as 2.96% when the disturbance magnitude equals to 10 

lb/ft. Usually, it is not economically efficient to implement the customer feedback 

controller when the predicted achievable probability of acceptance is below 50%; 

therefore, in the specific illustrative example, when the disturbance magnitude is 

larger than 5.5, a decision of not implementing the customer feedback controller C3 

should be made.    

  

Figure 7-4: The achievable probability of acceptance with respect to disturbance 

magnitude. The green line is the achievable probability of acceptance, 50% 
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7.5 Simulation Case Study 

A simulation case study is presented based on the illustrative example noted 

above involving two measurable properties (i.e., tensile strength and toughness). The 

customer feedback for this illustrative example is first simulated, and then the 

customer feedback controller is implemented to restore the dropped performance level 

due to the effect of the disturbance in the unmeasured end-use property (i.e., tear 

strength).  

7.5.1 Customer Feedback Simulation 

The simulation of customer feedback includes the acceptable region 

establishment, product attribute simulation, and customer assessment.  

First, an ―acceptance region‖ is defined in the example system‘s 3-dimensional 

attribute space generated from the customer specifications shown in Table 7-1. The 

expression of the acceptance region, in which at least 95% of the manufactured 

products will fall under normal conditions, is described in 7-7. Figure 7-5 shows the 

quality specification region (a cuboid) and the actual acceptable region (an ellipsoid). 

The ellipsoidal region indicates strong correlations among the end-use attributes, 

which implies that only certain combinations of the product attributes will lead to 

acceptable end-use performance.  

As discussed before, the product attributes are assumed to follow a 

multivariate normal distribution with the mean values µ and the covariance matrix Σ, 

shown in Equation 7-1. Note that the mean values µ are the same as the desired set-

points w
*
 specified by the customer feedback controller, and the covariance matrix 

parameters are presented in Equations 7-5 and 7-6. Given the means and the 

covariance matrix, we generate the product attribute data randomly so that the attribute 
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variables are multivariate normally distributed. A representative example of product 

attribute data is shown in Figure 7-5. Each point in the figure represents a product with 

a specific combination of the product attributes.  

The product attribute data are then delivered to the customer for performance 

assessment. As illustrated in Figure 7-5, if the point lies within the acceptance region 

(the ellipsoid), it means that the product shows satisfactory end-use performance, and 

the corresponding customer feedback information z is assumed as 1 (blue dots); 

otherwise, z is assumed as 0 (red dots). It is assumed that the 100 products are sent to 

the customer for evaluation every day and the customer responses are collected at the 

end of each day.  
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Figure 7-5: Customer feedback simulation: Each point represents measured 

properties of a particular product lot, in which blue points are the 

accepted products while red points are the unaccepted products; the 

region encompassed by the ellipsoid refers to the acceptable region; and 

the region inside the cuboid is regarded as the quality specifications 

provided by the customer 
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7.5.2 Controller Implementation via Simulation 

Our goal of the customer feedback controller is to implement appropriate 

control actions (e.g., compute the set-point targets of the measurable properties w1 and 

w2) every day to enhance the performance level (the probability of acceptance). 

Towards achieving this goal, we first estimate the parameters for BLR model using the 

data of the first days (Figures 7-2 and 7-5), shown in Equation 7-11.  

Then, the following procedure is implemented every day:  

1. The set-points calculated from the previous day are employed to 

generate the product property data by Equation 7-1, and the 

corresponding customer feedback data are obtained from Equation 7-7.  

2. Based on the customer feedback data z, the probability of customer 

acceptance for previous lot is evaluated by πk-1(wm) using equation 

7-15. Also, the current desired probability of product acceptance is 

calculated via Equation 7-19. 

3. The control action ∆wm(k) is computed from Equation 7-14 by taking 

the variability of customer feedback information into consideration. 

Here, the values of the tuning parameters are listed: K1 = 0.02, K2 = 0.6, 

and ψ = 0.9. 

4. The property set-point targets of w1 and w2 for the next day are 

computed using Equation 7-13.  

 

7.5.3 Simulation Results 

The simulation results, shown in Figure 7-6, involve the probability of 

acceptance trajectory in 100 days. Initially, under normal condition, with w0
*
(k) = 

[25.9 MPa 235 % 50 lb/ft]
T
, the probability of customer acceptance is about 95%. 

Then, a disturbance is introduced on the 20
th

 day, which shifts the mean of the 

unmeasured property, tear strength, from 50 lb/ft to 46 lb/ft, instantaneously reducing 

the product performance level, (the probability of customer acceptance) from 95% to 
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23%. From the magnitude of the disturbance, we are able to compute the maximum 

achievable performance level to be achievable 71.76%.  

The customer feedback controller, which implements corrective action daily on 

the basis of feedback information from the customer, resulted in the trajectory shown 

in Figure 7-6 whereby the performance level is improved to something in the 

neighborhood of 70%, consistent with the computed maximum achievable value (see 

Table 7-2). 

 

Figure 7-6: Performance of the customer feedback controller in simulation on an 

illustrative example process: In response to a disturbance occurring on 

the 20
th

 day. An initial state: 95% acceptability, after the disturbance 

state: 23% acceptability, and final state: 70% acceptability. 

0 10 20 30 40 50 60 70 80 90 100
0

10

20

30

40

50

60

70

80

90

100

Days

P
ro

b
a

b
il
it
y
 o

f 
a

c
c
e

p
ta

n
c
e



 149 

The actual trajectories of the measured end-use properties in 100 days are 

shown in Figure 7-7. It can be seen that in the process of compensating for the effect 

of the disturbance on the unmeasured tear strength, improving the performance level 

required an increase in the set-point for tensile strength in conjunction with a decrease 

in the set-point for toughness. The final mean values for the end-use properties are 

wm
*
(k) = [26.49 MPa 226.85 %]

T
. The total adjustments the customer feedback 

controller had to make are δ1 = 0.59 for tensile strength and δ2 = -8.15 for toughness, 

which is also consistent with the computed maximum achievable value (see Table 7-2). 
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(a) 

 
(b) 

Figure 7-7: The trajectories for (a). tensile strength; (b). toughness in 100 days; the 

disturbance occurs at the 20th day 
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7.6 Conclusions 

In this chapter, a customer feedback controller explicitly including customer 

feedback information has been designed to ensure acceptable product end-use 

performance by determining appropriate set-point targets of the measured properties 

for the quality controller. The controller design was based on a binary logistic 

regression (BLR) model which relates the continuous product properties with binary 

customer feedback data. Then, we derived a control strategy that utilizes this model to 

compute the appropriate targets for the measured properties required to maximize the 

probability of acceptance up to a pre-specified value.  

To account for the variability from the measured product properties and from 

customer feedback data, we defined three tuning parameters K1, K2, and ψ when the 

customer feedback controller is implemented in practice. In addition, the achievable 

probability of acceptance, which is the best probability of acceptance that the feedback 

controller can achieve after the disturbance, was proved to be the cumulative 

distribution function of a noncentral Chi-square distribution. Accordingly, the 

achievable probability of acceptance and the correspondingly theoretical adjustments 

for the measured properties made by the customer feedback controller were computed 

for a wide range of disturbance.  

Finally, we implemented the designed controller to an industrial polymer 

nanocomposites manufacturing process by simulation. The simulation results illustrate 

how, in response to a disturbance that shifted the unmeasured property where the 

performance level was dramatically deteriorated, the customer feedback controller 

successfully increases the probability of acceptance to the achievable probability of 

acceptance. Also, the adjustments for the measured properties made by the controller 

in the simulation matches those computed theoretically based on the analytical 
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solution of the achievable probability of acceptance. Future studies should focus on 

determining the criteria of tuning the customer feedback parameters K1, K2, and ψ (see 

Chapter 8). 
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Chapter 8 

SUMMARY AND FUTURE WORK 

8.1 Summary 

The work presented in this dissertation provides guidelines for developing a 

paradigm to manufacture designed products for tailored applications in which the 

target end-use characteristics are consistently achieved. This paradigm includes 

designing products for specific end-use applications and determining manufacturing 

processes (i.e., product design), following which the processes must be operated using 

appropriate control strategies to produce products with acceptable end-use 

performance (i.e., control system design).  

While product design has received deserved attention, the equally important 

next step – a control scheme designed for ensuring that what the manufacturing 

process produces will perform as designed – has received little or even no attention. In 

addition, since it is the customer that evaluates the product performance in end-use, 

the control strategy required for achieving the objectives of product design must 

extend well beyond the traditional control scheme of merely controlling process output 

variables and even beyond the product end-use characteristics control; it must 

explicitly incorporate customer feedback on the product performance, in order to 

ascertain consistent attainment of desired product end-use performance characteristics. 

However, this feedback is completely missing from the control schemes typically 

employed on manufacturing processes. 
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To address these challenging issues, the work in this thesis aims to develop and 

validate a framework for integrating product design with appropriate control strategies 

required for achieving acceptable product performance consistently. Because of their 

current and future importance, polymer nanocomposites are used as the focusing 

problem. Therefore, the framework is illustrated by manufacturing polymer 

nanocomposites using extrusion processes for packaging of cereals and 

cookies/crackers. The key results and conclusions of this work are summarized as 

follows.  

8.1.1 Systematic Product Design 

As an inseparable component of the framework, a systematic product design 

was employed first to determine the manufacturing material, consequent 

manufacturing process, and required operating conditions in manufacturing polymer 

nanocomposites. According to the packaging application, polymer nanocomposites 

based on Na ionomer and an organically modified MMT (Cloisite
®

 20A) were 

determined as the manufacturing material. To facilitate the clay dispersion in the 

polymer matrix, a two-step melt mixing masterbatch method was employed to 

manufacture the material, using the TSE for producing clay-rich masterbatches and the 

DSM micro compounder for diluting the masterbatches to desired clay concentration. 

By using a series of carefully designed experiments, we determined the optimal 

combination of processing conditions in DSM and TSE and clay concentration 

required to obtain product with desired end-use properties (e.g., stiffness and 

toughness). This work has provided, for the first time, a systematic procedure for 

determining the optimal combination of processing conditions and clay concentration 
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required to achieve desired end-use properties, using a two-step melt mixing 

masterbatch method in manufacturing polymer nanocomposites. 

In the case of manufacturing polymer nanocomposites, product design also 

involves the identification of factors that affect the clay dispersion significantly. Both 

literature and experimental studies reveal that the organoclay type has a significant 

effect on the clay dispersion, which affects the end-use properties in turn. In our 

polymer nanocomposites system, it was found that the Cloisite
®
 20A (20A) improves 

the clay dispersion, while the Cloisite
®
 93A (93A) deteriorates the extent of clay 

exfoliation. The 20A concentration in the 20A and 93A mixture was identified as the 

factor dispersion sensitive factor and was used as the manipulated variable for the 

control of the end-use properties. 

8.1.2 Quantification of Clay Dispersion 

Prior to control system design, inference models are needed for predicting end-

use properties and realizing on-line property control. However, in the case of polymer 

nanocomposites, developing these models requires a quantitative description of clay 

dispersion such that mathematical relationships (i.e., inference models) are able to be 

established among clay dispersion, end-use properties, and processing variables. 

Unfortunately, currently available techniques (e.g., X-ray diffraction and TEM) can 

only provide qualitative information about the organoclay dispersion.  

We proposed a novel methodology for quantifying clay dispersion proposed, 

based on describing particle length distribution data from TEM micrographs with a 

gamma probability distribution model,       , where the parameters α, the mean 

number of platelets per particle, and β, the mean ―effective platelet length‖, are shown 

to be related to the degree of dispersion. Next, using several published data sets on a 



 156 

wide variety of polymer nanocomposites, an explicit quantitative relationship between 

these parameters and the extent of dispersion were established successfully. 

Specifically, the dispersion characteristics were captured effectively by a characteristic 

dispersion parameter, δ, defined along dispersion contours represented by the 

empirical relation           , where δ < 5 for exfoliated composites, 5 < δ < 6.5 

for less exfoliated composites with stacks containing several layers, and  δ > 6.5 for 

intercalated composites. In addition, the proposed method was validated successfully 

via independent experiments involving two nanocomposites with different 

morphologies.  

  The unique advantage of this methodology is that the proposed dispersion 

parameter arises as a combination of parameters derived from mechanisms of clay 

particle formation, and a probability model that has been rigorously validated as 

appropriate for representing particle length distributions. All the parameters are 

therefore related directly to physical characteristics of clay particles, and hence 

provide theoretical insight into the structures of these particles in the polymer matrix. 

Furthermore, we believe that this method facilitates quantitative comparison of clay 

dispersion for polymer nanocomposites prepared with different polymers, reinforced 

with different organoclays, or prepared under different processing conditions. 

Therefore, this methodology has several potential applications, which will be 

discussed in section 8.2.1. 
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8.1.3 Control System Design and Implementation 

The proposed control scheme has a multiple-loop structure with a controller at 

each cascading level: (i) the innermost loop with controller C1 for controlling process 

outputs, y, by adjusting manipulated variables, u, (ii) the outer loop with controller C2 

for regulating the product end-use properties, w, by manipulating the process outputs, 

y, and (iii) the outermost loop with controller C3 for improving customer satisfaction 

by using customer feedback data, z, to compute appropriate set-points for end-use 

properties, w. The controller C1 and C2 were designed as multiple-input multiple-

output model predictive controllers since such controllers are more effective in the 

case of multivariable and constrained processes, while controller C3 was designed as 

an unconventional customer feedback controller utilizing customer feedback data to 

take rational corrective action if the product does not perform in end-use precisely as 

designed.  

The controller structure of C1 was configured as a 3   3 system, where the 

process input and output variables were selected judiciously and rationally. The model, 

Muy, was identified by an empirical approach based entirely on input-output data. 

Preliminary experiments, involving step change in each single input variable and 

staircase change in one input variable, revealed that the process is approximately 

linear around the operating point determined by product design. The input excitations 

in the final identification test were carefully designed as generalized binary noise 

signals, from which three multiple-inputs single-output (MISO) linear models were 

successfully identified. The model structures for the outputs revealed how the process 

outputs relate to the process inputs and the disturbances, which is in agreement with 

the process physics. Based on the set of MISO models, the controller C1 was designed, 
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followed by controller implementation in simulation first for appropriately tuning the 

controller parameters. Then, the performance of the controller was tested on the 

experimental process based on a LabVIEW-Matlab software interface. Offsets were 

observed, which may be due to the reason that there is only one truly independent 

manipulated variable. However, these offsets were not expected to deteriorate the 

performance of the overall control scheme, because the outer loop controller C2 is able 

to compensate for the offsets. 

The controller C2 is based on the model, Myw, which relates the end-use 

properties w with the process output variables y by a steady-state gain matrix. The 

simulation results of implementing the controllers C1 and C2 showed that the control 

scheme cannot achieve any arbitrary set-points of end-use properties; the achievable 

product specifications must be within the permission of process physics.  

As the most direct indicator of product end-use performance, the customer 

feedback on product performance needs to be incorporated into the overall control 

scheme. Since it is impossible to measure and control all possible product properties 

variables, w, that contribute to the product‘s end-use performance, when disturbances 

occur, the performance level (percentage of product that is acceptable by the customer) 

deteriorates and will not improve unless the disturbance is transient, or corrective 

action is taken to compensate for the effect of the disturbance. Therefore, the customer 

feedback controller use customer feedback information, z, (the most direct indicator of 

whether the produced product is able to meet the customer‘s end- use, not just 

measurements of product attributes wm) and employ it directly within the overall 

control scheme to take rational corrective action whenever the product performance 

level falls below a desired level as a result of the influence of a disturbance.  
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The main challenge of designing such a controller is the binary characteristics 

of the customer feedback data; therefore, a novel modeling technique is required to 

relate the binary customer feedback data with the continuous product end-use 

properties. To do this, we employed binary logistic regression (BLR) method where 

the binary data were first converted to real-valued probability of receiving acceptable 

performance (i.e., probability of acceptance), followed by the development of a 

mathematical relationship between this new variable and end-use property variables. 

Based on the BLR model, the customer feedback controller C3 was developed to 

maximize the probability of acceptance by adjusting set-point targets for wm, which 

were determined by a closed form ―minimum norm‖ solution to maximize the 

probability of acceptance. The controller was implemented in simulation by 

introducing tuning parameters such as K1, K2, and ψ. The controller showed 

satisfactory performance in the simulation, where it was able to improve the 

probability of acceptance after the disturbance occurred.  

In addition, it is necessary to develop a technique for determining achievable 

probability of acceptable in any attempt to recover from the occurrence of a 

performance-reducing disturbance. The probability of acceptance was proven to be the 

cumulative distribution function of a noncentral Chi-square distribution, where it only 

depends on the noncentrality parameter λ. Since the probability of acceptance 

improves as λ decreases, the achievable probability of acceptable, Pmax, can be 

obtained by the minimal noncentrality parameter λmin, where λmin depends on the 

adjustments to the product properties, ∆wm, and the magnitude of the disturbance, d. 

Based on these insights, we studied the effects of disturbance magnitude on Pmax, 

which was illustrated by the example involving three end-use properties with two of 
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them measured. The results of this theoretical study were consistent with the 

simulation results, where Pmax decreases dramatically as the magnitude of disturbance 

increases. The advantage of knowing the achievable probability of acceptance in 

advance for a given disturbance is that this parameter provides insights into whether it 

is worthwhile to implement the customer feedback controller for performance 

recovery.  

8.2 Future Work 

Several opportunities of future research can be extended from the work in this 

dissertation, and they are summarized as follows. 

8.2.1 Applications of the Quantification Method of Clay Dispersion  

Quantitative measurements of the microstructures of polymer nanocomposites 

provide a better understanding of correlations between material processing-

microstructure-property characteristics 
132

. The dispersion quantification method 

proposed in this thesis can be used to the following applications: (i) systematic studies 

of the effects of important factors on clay dispersion, where quantitative correlations 

between factors (e.g., surface structure of the clay, material processing, clay loading, 

ect.) and microstructure are required, and (ii) inference model development, where it is 

necessary to correlate the material microstructure with their processing and properties. 

8.2.1.1 Systematic Studies of the Effects of Important Factors on Clay 

Dispersion 

Several factors, involving chemistry of the polymer and organoclays, 

processing conditions, and nanofiller amount, have significant effects on the clay 

dispersion as well as the product properties. Literature review has demonstrated that 
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interfacial interactions between polymers and organoclays are dominant in achieving 

high dispersion, and the processing conditions also affect the clay dispersion (see 

section 2.2 and Chapter 3). In addition, the nanofiller amount in the polymer matrix 

affects the clay dispersion as well as the product properties 
35

. Usually, product 

properties are improved with increased nanofiller loadings 
133, 134

; however, such 

property improvements can only be achieved below an optimum nanofiller amount 
135

. 

Therefore, an optimal combination of polymer and organoclay chemistry, processing 

conditions, and nanofiller loading is required to facilitate clay dispersion. However, 

due to the lack of an effective method to quantify the clay dispersion, such a study is 

not presented in current literature. With the assistance of the quantification method 

proposed in this thesis, the comprehensive studies of the effects of interfacial 

interactions, material processing, and nanofiller loading become possible, which will 

provide a more fundamental understanding of the reinforcement mechanisms.   

8.2.1.2 Inference Model Development 

As discussed in Chapter 6, an effective on-line control of product properties 

requires these properties to be obtained at a much faster rate. To predict the 

infrequently measured product properties at a frequent enough rate, it is imperative to 

develop inference models for these properties that can accurately estimate these 

variables. Since the clay dispersion is the most relevant and direct indicator of product 

end-use properties, it is desirable to relating this variable to the property characteristics 

for reliable estimation.  

The inference models for end-use properties of polymer nancomposites, Myδw,  

are expected to consist of the following models: (i) Myδ – relating the process output 

variables, y, to the clay dispersion indicator, δ, and (ii) Mδw – relating the clay 
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dispersion indicator, δ, to the end-use properties, w. The Myδ model may be developed 

by response surface design of experiment, from which mathematical correlations 

between y and δ can be obtained. The Mδw may be based on the composites theories 

(e.g., Halpin-Tsai and Mori-Tanaka); however, the details of this model are not clear 

right now and need further research before the implementation of this model (see 

Appendix C for some initial efforts for establishing the model). 

Next, the inference model will be used to predict the end-use properties at a 

fast rate for controlling the properties in real-time.     

8.2.2 Customer Feedback Controller: Stability Analysis and Tuning Strategies   

In this thesis, we utilized the customer feedback information, for the first time, 

to design a customer feedback controller. The controller was implemented in 

simulation successfully by choosing appropriate tuning parameters such as parameters 

K1, K2, and ψ. However, systematic strategies for choosing the controller parameters 

are remaining issues.  

These challenging issues can be addressed by theoretical robust stability 

analysis (see examples in Mukati and Ogunnaike 
136

). The stability analysis may 

provide insights into how the choices of various K1, K2, and ψ parameter values jointly 

and individually affect closed-loop stability, which will be used to develop tuning 

rules for the customer feedback controller. 

8.2.3 Validation of the Overall Control Scheme  

The overall control scheme, consisting of three controllers at three levels, was 

proposed in this dissertation for manufacturing polymer nanocomposites processes. 

The controller C1 of the innermost loop has been experimental implemented on a pilot-
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scale extrusion process, while controllers C2 and C3 were tested only in simulation 

environment. To validate the overall control scheme on the experimental process, it is 

necessary to go through the following steps: (i) involve inference models, Myδw, to 

predict end-use properties at a fast enough rate for on-line control of the properties, (ii) 

test and validate controller C2 on real extrusion process, and (iii) implement and 

validate the overall control scheme incorporating customer feedback controller C3 on 

the real process, where the customer feedback information will be obtained after 

testing the materials in the lab environment. Then, we will generalize the principles 

and concepts to be applicable to other products.  
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Appendix A 

TEM MICROGRAPHS USED FOR IMAGE ANALYSIS 

This appendix includes all the TEM micrographs used for image analysis in 

Chapter 4. Figure A-1 shows the TEM images for Sample 1, while Figure A-2 shows 

the TEM images for Sample 2.  

 

Figure A-1: TEM micrographs for image analysis of Sample 1 
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Figure A-2: TEM micrographs for image analysis of Sample 2 
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Appendix B 

SCATTER PLOT OF α VERSUS β WITH ERROR BARS FOR VARIOUS 

POLYMER NANOCOMPOSITES  

 

Figure B-1: Scatter plot of α versus β for various polymer nanocomposites: * for PA-

6/(HE)2M1R1-YM NC; ● for PA-6/(HE)2M1R1-WY NC; ■ for Zn 

ionomer/M2(HT)2 NC; ▲ for Na ionomer/M2(HT)2 NC; ► for EMAA-

1/M2(HT)2 NC; ◄ for Li ionomer/M2(HT)2 NC; ♦ for PP/M2(HT)2 NC 

(1wt%); six-pointed star in red PP/M2(HT)2 NC (2.8wt%), five-pointed 
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confidence intervals. The indicated lines are ―dispersion contours‖ 
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Appendix C 

PRELIMINARY WORK OF ESTABLISHING INFERENCE MODELS BASED 

ON HALPIN-TSAI COMPOSITE THEORY  

In this appendix, we present some initial efforts towards establishing inference 

models for predicting nanocomposites‘ end-use properties. As discussed in section 

8.2.1.2, to establish such inference models, it is necessary to relate the dispersion 

index, δ, to end-use properties based on composite theories. One of the most widely 

used composite theories developed by Halpin-Tsai is well known for predicting the 

stiffness of unidirectional composites as a function of aspect ratio 
137

.  

In the Halpin-Tsai theory, the longitudinal and transverse engineering moduli, 

are shown in the following form: 

 
 

  
 

      

     
  C-1 

 

where E and Em represent the modulus of the composite and matrix, respectively, ϕf is 

the volume fraction of the filler, δ is a shape parameter associated with loading 

direction and filler geometry, and ε is represented by: 

   
       

       
  C-2 

 

where Ef represent the modulus of the filler. It is important to note that δ was 

determined to be related to the aspect ratio of the filler in the polymer matrix. 

Specifically, for the case of MMT as the filler, δ is given by 
138

: 

            C-3 
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where l and t are the length and thickness of the dispersed platelet, respectively, and 

thus (l/t) represents the aspect ratio of the platelet, which is the direct indicator of clay 

dispersion in the polymer matrix.  

Based on this theory, we illustrate how to relate δ to (l/t) and further to the 

modulus of nanocomposites, using the two in-house samples presented in Chapter 4 as 

examples. The physical properties of the materials used for preparing nanocomposites 

are listed in Table C-1, where the modulus of Na ionomer was obtained by tensile 

testing experiments in our lab and the modulus of organoclays is the modulus of 

MMT. The mechanical properties of the two samples are shown in Table C-2, where 

the volume fraction of the filler is computed from the weight fraction of the filler, ϕfw, 

by the following equation: 

    
   

           
  

  

  C-4 

 

where ρm and ρf are the density of the polymer and the filler, respectively. Also, the 

density of the organoclay mixture for Sample 2 was determined as 1.79 g/cm
3
.  

Then, we predict the aspect ratio for each sample using the modulus (see Table 

C-2) based on the Halpin-Tsai equations C-1 and C-2. The results are shown in Table 

C-3, which indicate that both aspect ratio and dispersion index can quantify the clay 

dispersion effectively. Now, the dispersion index can be related to the aspect ratio 

using mathematical equations; therefore Mδw is able to be developed for linking the 

dispersion index to composite‘s modulus. In this appendix, we showed the procedure 

of establishing Mδw; however, to determine such a model, it is necessary to obtain 

modulus and dispersion index data for a sequence of different processing conditions 

and 20A concentrations.  
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Table C-1: Physical properties of polymer (Surlyn
®
 8945) and organoclays 

(Cloisite
®
 20A and Cloisite

®
 93A) 

Material Density (g/cm
3
) Modulus (GPa) 

Surlyn
®
 8945 0.95 

139
 0.15 

Cloisite
®
 20A 1.77 

140
 

178 
141

 
Cloisite

®
 93A 1.88 

142
 

 

 

Table C-2: Dispersion characteristics of Sample 1 (Na ionomer/M2(HT)2 

nanocomposites) and Sample 2 (Na ionomer/organoclay mixture 

nanocomposites) 

Sample 

number 
Materials wt. % MMT vol. % MMT 

Modulus 

(GPa) 

1 Na ionomer/20A NC 5.0 2.75 0.274 

2 

Na ionomer/organoclay 

mixture NC  

(20A:93A = 20:80) 

5.0 2.72 0.225 
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Table C-3: Predicted aspect ratios and corresponding dispersion indexes for Sample 

1 (Na ionomer/M2(HT)2 nanocomposites) and Sample 2 (Na 

ionomer/organoclay mixture nanocomposites) 

Sample 

number 
Materials 

Aspect ratio, 

l/t 

Dispersion 

index, δ 

1 Na ionomer/20A NC 16.45 5.85 ± 0.69 

2 

Na ionomer/organoclay 

mixture NC  

(20A:93A = 20:80) 

10.15 6.96 ± 0.82 
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Appendix D 

IDENTIFIED MISO MODELS FOR THE EXTRUSION PROCESS 

Motor power MISO model (BJ): 

    

  
                          

                                              
     

 
                          

                                              
     

 
                           

                                              
     

 
                   

          
          D-1 

Clay content MISO model (ARMAX): 

                         
                                                 
                                   D-2 

20A content MISO model (BJ): 

      
               

                   
      

              

                   
     

 
               

                   
              D-3 
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Appendix E 

STABILITY ANALYSIS OF THE INNERMOST CONTROL LOOP  

In the multivariable cascade-type control scheme, the performance of the 

innermost loop is very important to the success of the overall control scheme. As one 

of the keys to high performance control, the stability of the innermost loop needs to be 

analyzed. As discussed in section 5.2, the motor power is as an indicator to clay 

dispersion in polymer matrix, and it can be measured on-line in a much faster and 

cheaper way compared to other methods for quantifying dispersion. Therefore, we 

only focus on motor power. 

In this appendix, we first study the dynamics of twin screw extruder process. 

Characteristics of the motor power response identified by the dynamics study provide 

insight into the design and the stability of the closed-loop control system. Then, we 

conduct stability study of the innermost control loop and propose criteria for selecting 

controller parameters.  

E.1 Process Dynamics: Frequency Response and Process Disturbances  

The dynamics of motor power were conducted via frequency responses. The 

advantage of this method is that it is convenient to correlate the frequency 

characteristics of motor power with the process disturbances. Based on the frequency 

ranges of disturbances, the disturbances in the twin screw extruder process (see section 

2.4.1) are typically classified into four categories 
143

:  
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 High frequency disturbances: The frequency of these disturbances 

occurs at the same frequency as the screw rotations (e.g., 1 rad/sec 

at a screw speed of 60 rpm). The disturbances are mainly caused by 

the rotations of the twin screws in the barrel and of the feeders 

when operated at high feed-rate. 

 Intermediate frequency disturbances: The frequency of this class of 

disturbances is often in the range of 1 – 15 cycles/min (~10
-2

 to 

0.25 rad/sec). The origin of the disturbances is often attributed to 

mixing, melting and reaction mechanisms of polymers/fillers in the 

extruder. Feeder oscillations (at low feed-rate) are also involved in 

this class.  

 Low frequency disturbances: This frequency component has a 

period of around 3 min (~10
-3

) usually due to the process drift and 

feedstock change.  

 

Using the BJ model for motor power response (see Equation E-1), we obtained 

the transfer functions G11, G12, and G13 corresponding to Na ionomer feed-rate, 20A 

feed-rate, and 93A feed-rate, respectively. The results are shown in the following 

equations. 

    
                                     

                                        
  E-1 

 

    
                                        

                                    
  E-2 

 

    
                                    

                                         
  E-3 

 

The frequency responses of G11, G12, and G13 are shown in Figures E-1, E-2, 

and E-3, separately. The results shed light on the characteristics of the motor power 

response with regard to the process disturbances. First, the frequency responses of 

motor power to the three feed-rates are greatly damped in high frequency, which 
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indicates that the effect of screw rotation on motor power is very brief. Second, the 

intermediate frequency disturbances play dominant effects on the variations in the 

motor responses to the three feed-rates, which illustrates that the mixing and melting 

process of polymers and fillers are the major contributions to the disturbances in motor 

power. Third, the low frequency disturbances also affect the fluctuation in motor 

power responses to 20A feed-rate and 93A feed-rate, but not to Na ionomer feed-rate. 

Since 20A and 93A clays were fed through the same feeder, the feed composition 

changed, which is a low frequency disturbance. At last, the very low frequency 

disturbances (< 10
-3

) show in the motor response to 20A feed-rate. This observation 

indicates that the external disturbances (e.g., moisture content of the feed) affect the 

motor power through the 20A feed-rate.     

These characteristics of the motor power show that it is the low and 

intermediate frequency disturbances that of concern when it comes to controller 

design. Therefore, the objective of the innermost loop control is to reject the low 

frequency disturbances and minimize the effects of intermediate frequency 

disturbances to cover the frequency band of expected disturbances. This conclusion 

leads to the use of a PI controller for controlling the single motor power variable in the 

innermost loop, which is capable of rejecting low frequency disturbances. Note that, in 

this thesis, we employed a MPC for the innermost loop control, since the process of 

interest is a MIMO system (see Chapter 5).  
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Figure E-1: Frequency response of the process G11, the transfer function relating 

motor power to Na ionomer feed-rate 
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Figure E-2: Frequency response of the process G12, the transfer function relating 

motor power to 20A feed-rate 
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Figure E-3: Frequency response of the process G13, the transfer function relating 

motor power to 93A feed-rate 
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E.2 Stability Analysis: Root Locus Method 

To study the close-loop stability of the innermost control loop, it is necessary 

to determine the controller type first. In this thesis, we employed the most basic 

controller for each input, the proportional controller. Specifically, K11, K12, K13 are the 

controller gains for three input variables, respectively. 

One of the tools for stability analysis of closed-loop system is the Bode plot. 

Unfortunately, this method cannot be used in this case, because the phase responses 

for the three open loop transfer functions K11G11,  K12G12, and K13G13 (see Figures E-1, 

E-2, and E-3) exhibits non-monotonic phase angles 
144

. Notice that gains do not affect 

the phase responses, so the phase responses of K11G11, K12G12, and K13G13 are the 

same as those of G11, G12, and G13. We employ root locus analysis to study the 

stability of the innermost control loop. The results are shown in Figures E-4, E-5, and 

E-6 for three input variables, respectively. These figures depict the roots of the close-

loop characteristic equations as the gain values vary. From the control theory, the 

close-loop is stable if all the roots have negative real parts. Therefore, we determined 

the critical point for each input variable, which was obtained by finding the gain value 

corresponding to the roots on the imaginary axis. The resulting stability regions are 

listed as follows.  

                               E-4 

 

                          E-5 

 

                  E-6 

 

Equation E-6 shows that the stability region corresponding to the motor power 

relating to 93A feed-rate is really small, which indicates that only proportional 
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controller is not good enough for rejecting the disturbances from 93A feed-rate. 

Therefore, more sophisticated controller needs to be considered to ensure the stability 

of the innermost control loop as well as reject the disturbances in motor power 

response. This conclusion also provides theoretical support of using MPC for the 

innermost control loop in Chapter 5.     

 

Figure E-4: Root locus of the close-loop characteristic equation 1 + K11G11 = 0, 

where G11 is the transfer function relating motor power to Na ionomer 

feed-rate 
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Figure E-5: Root locus of the close-loop characteristic equation 1 + K12G12 = 0, 

where G12 is the transfer function relating motor power to 20A feed-rate 
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Figure E-6: Root locus of the close-loop characteristic equation 1 + K13G13 = 0, 

where G13 is the transfer function relating motor power to 93A feed-rate 
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Appendix F 

THEORETICAL CONTROL SYSTEM STABILITY 

A theoretical stability study is conducted for the two inner-most control loops 

without the customer feedback loop, as shown in Figure F-1. Since the sampling time 

for the outermost customer feedback loop is of the order of days or weeks—

significantly longer by far than the slowest plant characteristic response time—the 

sampling time of the third, outermost loop will have no effect on overall control 

system stability. 

 

Figure F-1: Control scheme used for the theoretical stability study 

The objective of this study is to establish guidelines for selecting sampling 

frequencies. The stability study was conducted via simulation, to characterize the 

effects of two distinct sample times, ts1 for the inner loop (usually of the order of 

seconds/minutes in practice), and ts2 for the outer loop (usually of the order of hours in 

practice), on the multi-rate cascade system‘s overall stability. To conduct such a 

stability study theoretically, we first determined the pulse transfer function of the 
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control system, from which the characteristic equation of the control system was 

obtained. Based on the characteristic equation, the control scheme‘s stability was then 

analyzed, and the sensitivity analysis was carried out.     

F.1 Pulse Transfer Function of the Control Scheme 

We assume relatively simple nominal first-order-plus-time delay dynamics for 

the process characteristics in each loop (see Equations F-1 and F-2 for inner loop and 

outer loop, respectively), a zero-order hold (ZOH) element in front of each process, 

and proportional controller for each controller (the controller parameters are kp1 and 

kp2 for C1 and C2 respectively).    

    
  

     
       F-1 

    
  

     
       F-2 

 

Based on these assumptions, the pulse transfer function of the control scheme 

shown in Figure F-1 was obtained as follows. 
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In the above equations, 1( )g z and 2 ( )g z are the pulse transfer functions of sampled 

continuous processes with ZOH elements for inner loop and outer loop, respectively.  

Then, the characteristic equation of the control scheme was obtained by setting 

the denominator of the pulse transfer function (Equation F-3) to zero. The resulting 

characteristic equation is shown in the following equation: 

 
1 2 1 2 2 1 2 2

1 2 1 2 2 1 2 2

2 1 1

1 2 1 2 2( ) 0
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       

   ts ts ts ts ts ts ts ts
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where  
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H k K
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  F-6 

F.2 The Effects of ts1 and ts2 on the Multi-rate Cascade System’s Stability 

The characteristic equation may now be used to determine the set of ts1 and ts2 

such that the closed-loop system is stable (i.e., all roots of the characteristic equation 

are within the unit circle). We employed Equation F-5 to generate Figures F-2 (ts2 is 

constant) and F-3 (ts1 is constant), a plot of closed-loop stability regions as a function 

of K1 and K2. The region below each curve is the stability region. 

The simulation results indicate, among other things, that ts1 exerts the 

dominant effect on overall system stability (the stability region expands as ts1 

increases), while ts2, beyond a critical value, exerts no effect on stability (the stability 

region does not change after a critical value of ts2). These results imply that once the 

stability of the inner loop (concerned with the control of the frequently measurable 

process variables) is established for a given sampling time, the companion sampling 

time for the outer loop should be selected to be at least as long as the critical value 

necessary for overall system stability.  
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Figure F-2:  Stability regions for the multi-rate cascade system: 2 50ts , τ1 = τ2 = 1, 

kp1 = kp2 = 2, and 1 2
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Figure F-3:  Stability regions for the multi-rate cascade system: 1 0.1ts , τ1 = τ2 = 1, 

kp1 = kp2 = 2, and 1 2
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F.3 Sensitivity Analysis: the Effects of Process Model Parameters on the Multi-

rate Cascade System’s Stability 

The sensitivity analysis of process model parameters α1 and α2 (time delay 

parameters) was carried out by determining the set of α1 and α2 such that the closed-

loop system is stable based on the characteristic equation. The stability contour plots 

of K1 versus K2 for various time delays were obtained, shown in Figures F-4 and F-5. 

The region below each curve is the stability region. m, defined as 1

1



ts
, represents the 

time delay of the inner loop, while n, defined as 2

2



ts
, represents the time delay of the 

outer loop.  

The simulation results show that α1 exerts the dominant effect on overall 

system stability (the stability region shrinks as α1 increases), while α2, has little effect 

on stability (the stability region does not change as α2 varies). Further, observed that 

the stability contours changes within a small range of the process gain of the outer 

loop K2, while the stability contours changes along a large range of the process gain of 

the inner loop K1 (see Figures F-2, F-3, F-4, and F-5). These results indicate that the 

overall stability of the control process is much more sensitive to the process model 

parameters of the inner loop compared to the process model parameters of the outer 

loop. 
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Figure F-4:  Stability regions for the multi-rate cascade system: 1
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Figure F-5:  Stability regions for the multi-rate cascade system: 2
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Appendix G 

DERIVATION OF CONTROL ACTIONS FOR CUSTOMER FEEDBACK 

CONTROLLER 

For the specific case with two measured product attributes, the objective 

function is presented as follows:  

    
     

          
             

               
  G-1 

 

where              
 , and the BLR model parameters are estimated by MLE 

method using the historical customer response data. Considering the rearranged form 

of the BLR model in Equation 7-10, the objective function can be rearranged to: 

                   G-2 

 

where        
  

     , and     is the target probability. According to Equation 7-13, 

the objective function of Equation G-2 can be rewritten as:  

                                               G-3 

 

from which, we obtain the expression of        as a function of       : 

        
                         

  
         G-4 

 

Also, the norm of control action vector        can be expressed as: 

           
        

      G-5 
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Substituting         from Equation G-4 into Equation G-5, now the norm 

      is only related to the current control action        of the first element of 

product attributes:  

           
      

                         

  
         

 

  G-6 

 

Then, the minimum norm       can be obtained when the derivative of 

Equation G-6 equals to zero, that is:  

 
      

         
 

        
  

  
    

                                  

    
      

                         

  
         

 
    G-7 

 

Then, from equation G-7, we have obtained the control action         as 

follows: 

        
                         

        

  
    

   G-8 

 

By substituting Equation G-8 into Equation G-4, the control action         yields:  

         
                         

        

  
    

   G-9 

 

Therefore, the control actions to update the set-point targets for the measured 

product attributes can be expressed in a vector form as follows: 

          

                         
        

  
    

 

                         
        

  
    

 

   G-10 
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Appendix H 

DERIVATION OF THE MINIMAL NONCENTRALITY PARAMETER λmin 

FOR THE ILLUSTRATIVE EXAMPLE WITH THREE-DIMENSIONAL 

PROPERTIES 

In the specific illustrative example with the 3-dimensional w vector but for 

which only the 2-dimensional subset, [w1, w2]
T
, is measured, in the event of a step 

change disturbance of magnitude d affecting w3, the noncentrality parameter λ can be 

expressed as: 

              
  

  

 

   H-1 

 

where δ1 and δ2 are the adjustments made for properties w1 and w2. Note that the 

disturbance d is not transient and does not change with time. Thus, the noncentrality 

parameter λ is a function of independent variables δ1 and δ2. 

To determine the minimum of the variable λ with respect to independent 

variables δ1 and δ2, we first need to calculate the stationary point and then determine 

whether this point is a minimal extremum or a maximal extremum.  

First, the equation of λ is rewritten as below: 

   
 

      
 
  

  

 

 

 

 
   
   
   

  
  

  

 

   H-2 

 

where 
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   H-3 

       
    

   
  

         
           

       
             

       
    

   
   

     
               

        
    

   
  

          
                    H-4 

 

Then, Equation H-2 can be further simplified as: 

   
 

      
    

     
                           H-5 

 

Based on Equation H-5, we calculate the first-order partial derivatives of λ 

with respect to δ1 and δ2 respectively, given by  

 
  

   
 

 

      
                 H-6 

 
  

   
 

 

      
                 H-7 

 

Then, setting these first-order derivatives to 0 and solving the equations, we obtain 

only one stationary point (δ1
*
, δ2

*
): 

   
  

     

        H-8 

   
  

     

     
   H-9 

 

Next, we need to determine whether this point (δ1
*
, δ2

*
) is a minimal extremum 

or a maximal extremum. To tackle this problem, we derive all the second-order partial 

derivatives as follows.  
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    H-10 

 

Then, we have: 

  
   

     
 
 

 
   

   
  

   

   
   

  

      
 
 

 
  

      
 

  

      
 

        

         
  H-11 

 

Substituting Equation H-4 into Equation H-11, we obtain the following equation: 

  
   

     
 
 

 
   

   
  

   

   
  

   
   

   
    

    
    

            

         
  H-12 

 

Given the fact that the correlation coefficients are smaller than 1, the following 

inequality is always satisfied: 

  
   

     
 
 

 
   

   
  

   

   
     H-13 

Also, the square of the second partial derivative regarding to δ1 is always larger 

than 0, which is: 

   
   

   
  

 

  
  

      
 
 

    H-14 

 

By the Second Partial Derivative Test 
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, the stationary point (δ1
*
, δ2

*
) is a 

minimal extremum of the function λ(δ1, δ2). Therefore, λmin is obtained at this 

stationary point when δ1 = δ1
*
and δ2 = δ2

*
 (see Equations H-8 and H-9).  

 




