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ABSTRACT

In the field of rehabilitation robotics, wearable systems need to optimize mass

distribution to reduce dynamic loading on distal joints. When this optimization re-

quires actuators be placed at locations distant from the joint they actuate, a cable-

conduit transmission can be used to transmit forces to where they are needed. While

desirable for their low mass and flexibility, cable-conduit transmissions introduce large

frictional forces into the system that may result in the non-natural motion of the inter-

acting individual. Model based controllers can reduce the dynamic loading introduced

by cable-conduit transmissions, but presently there exists no model suitable for con-

troller use when the environment is non-passive.

This work presents a new dynamic model of a cable-conduit transmission de-

signed to model interactions with non-passive environments, such as a human physi-

cally interacting with a cable-conduit actuated robot. This non-linear model features

bi-directional propagation of motion within the transmission and captures the associ-

ated frictional phenomena. The model is validated in a physical prototype through

experiments involving interaction with a human subject. To enable use in a real-time

controller application, a novel solution method, that operates 2 orders of magnitude

faster than traditional methods, is described and proven.

The proposed model is evaluated for use as a tool to estimate states and me-

chanical parameters during system operation, combining information from redundant

noisy sensors. Finally, designs for control schemes utilizing the model are discussed,

and several simulations are conducted to demonstrate improved system performance

when using a model-based controller. Development of this model will allow for fu-

ture researchers to include model-based low level control in their devices, improving

performance.

xii



Chapter 1

BACKGROUND AND INTRODUCTION

1.1 Post-Stroke Rehabilitation

For the 240,000 physical therapists in the United States [3] and millions more

worldwide, improving clinical outcomes for their patients is a perpetual struggle. For

individuals among the 795,000 annual stroke patients who suffer hemiparesis [4], the

path back to a normal life through physical therapy is long and difficult. As many

as 50% of survivors will never recover the ability to walk at a normal speed [5], or

use of the paretic arm to complete day-to-day tasks (like opening a jar) [6], leading

to a severely diminished quality of life, including the possibility of dependence [7].

Regardless of the magnitude of recovery achieved by a given individual, the process of

motor retraining is long and costly [8].

A typical rehabilitation program to restore motor function combines an array

of different training methods intended to maximize improvement of capability and

Figure 1.1: Examples of lab-based gait retraining exoskeletons. From left to right,
the ALEX, the LOKOMAT [1], and the LOPES [2].

1



transfer of these improvements from training to everyday tasks. One category is to

repeatedly perform a given task under supervision, for example the sit-to-stand task

[9]. Training of this type has been shown to improve performance of the specific task

practiced [10], but may not generalize to similar but nonidentical movements after

stroke. It is believed that recovery in repetitive movement exercises is accomplished

through neuroplasticity. Since the motor deficiency is caused by lesioning of regions

of the brain responsible for motion, recovery of function requires that the nervous

system establish a new pathway to control a given motor task [11]. Repetitive motion

training is known to strengthen endogenous plasticity processes in the brain [12], and

may also invoke changes to the neural representation of the task, although only some

aspects of the mechanism employed to establish these new pathways are understood

[13]. However, studies using fMRI have shown that restoration of a given function is

correlated with structural changes in a new, uninjured region of the brain [14, 15].

For tasks the patient cannot perform unassisted, training with support may be

used. An alternative technique for gait retraining is partial body weight support on a

treadmill [16, 17]. During this type of training, therapists help guide limbs as needed

to assist motion. These specialized retraining sessions are accompanied by neurodevel-

opmental training (such as that of the Bobath approach [18]) where therapists attempt

to provide external forces and torques to elicit responses that cause a patient to com-

pensate such that their motion more closely follows that of a healthy individual. Other

approaches can be used to target specific problems; for example learned disuse of a

paretic arm can be addressed by constraint-induced movement therapy [19] restricting

use of the healthy limb. While innumerable studies are conducted in search of new,

more effective strategies, systematic reviews [20] show that these are among the most

clinically effective strategies known. Still, ongoing research in motor learning and neu-

roplasticity as pertain to stroke [21, 22, 23] guides the development of new strategies

(such as split-belt training [24]) that will hopefully improve long-term prognoses for

patients.

To the end of improving clinical outcomes, current efforts focus primarily on 1)

2



increasing the availability and dosage of therapy, on the accepted premise that increased

training time correlates to improved outcomes [25], and 2) improving the effectiveness

of training provided at invoking motor relearning. Robot-mediated rehabilitation is a

means being studied to further efforts toward both of these goals.

1.2 Robot-Mediated Rehabilitation

Since a large portion of rehabilitation programs is based on repetitive, therapist-

assisted motion, roboticists began developing systems to automate the mechanical tasks

a therapist would perform during a rehabilitation session. Doing so would lower the

burden on the therapist, increasing availability of therapy, while providing improved

repeatability for the assistance administered. For a number of years, the state of the

art in robotic lower-limb rehabilitation consisted primarily of devices that live in the

lab and provide training as needed during sessions. While the exact effectiveness of

robotic gait trainers, like the ALEX [26], LOPES [2], and LOKOMAT [27] (Fig. 1.1),

is the topic of current research, a systematic review found past efforts roughly equal

in effecting positive clinical outcomes when compared to traditional therapist medi-

ated training [28]. Since clinic-based robot-mediated rehabilitation has not yet been

shown to reliably improve outcomes when replacing traditional therapy, the current use

strategy is for robot mediated training to increase availability and quantity of training

to an individual. Concurrently, effort is being placed on development of time-variant

control strategies designed to challenge individuals at a level commensurate with their

current ability [29]. Some of these efforts strive to increase gait speed or stride length

[30] while decreasing asymmetry during training, while other strategies seek to use the

after-effects of adaptation [31] to a perturbed environment (such as in split-belt tread-

mill training [24]) to effect the desired change after doffing the device. It is thought

that these subject adaptive control strategies might improve clinical outcomes beyond

the expected improvement from dosage increases alone.

3



1.3 Wearable Robots

Toward the end of improving availability of rehabilitation robots, and conse-

quently dosage of robot-assisted therapeutic programs, roboticists’ goal has shifted

from developing a stationary robotic system that can provide sessions of training in a

lab or clinic, to creating autonomous, user-friendly devices that can be worn to pro-

vide continual assistance or training during day-to-day tasks. A salient caveat is that

for the system to be truly wearable, serious consideration must be given to effects

of the system’s own weight and configuration [32]. Power source, actuator, mechani-

cal linkages, and control electronics all impose significant loads on a wearer, and the

interconnections between them provide ergonomic challenges.

Some of these aspects have proven easier to address than others; for example

wiring for sensors can easily be woven into clothing. When possible, system components

like batteries and control electronics can be placed at the hip or in a backpack, where the

effects of their mass on natural motion is minimized. This design philosophy can be seen

in almost all wearable devices, including the commercially successful ReWalk system

[33], which is currently undergoing clinical trials for gait rehabilitation of individuals

suffering spinal cord injury [34]. The field of soft robotics has evolved to create devices

that use specially designed clothing or fabric straps in lieu of a rigid frame [35, 36] in

an effort to reduce system mass. Additonally, when delivering assistive torques to a

distal joint, like the ankle, inertia from even a small co-located actuator is incredibly

detrimental. Even a small mass invokes large changes to gait kinematics and increases

in joint moments required to walk [37]. In an autonomous device, these drawbacks are

typically too large for the device to have a positive metabolic effect when supported

by the wearer. To date, the only autonomous, active robotic devices showing net

metabolic reductions have been small monoarticular ankle devices [38, 39], and few

robotic devices altogether have seen clinical adoption.

Ideally, the actuator would be placed alongside the control hardware and power

source at a central location as to minimally impact human-robot system energetics

[37], and force would be transmitted remotely to the joint of interest. However, to

4



1 2 3 2 4 5 6

Figure 1.2: Schematic diagram of a monodirectional cable-conduit transmission for
linear motion. An arbitrary device (1) is manipulated by inner cable
(4) as motor shaft (5) turns pulley (6). Mounting plates (2) hold outer
conduit (3) in place on both ends.

accomplish this requires the use of a remote actuation transmission, which presents its

own set of challenges.

1.4 Cable-Conduit and Other Remote Actuation Transmissions

A straightforward implementation of a remote actuation transmission might

involve use of existing and well-developed hydraulic or pneumatic systems. However,

these are not well suited to systems designed to be worn by humans. The high pressure

required for pneumatic systems to have sufficient power density presents an intrinsic

safety risk, while also meaning that there must be either massive gas ballasts or a

constantly running compressor. Hydraulic systems suffer from similar issues, while

they can have excellent power density, hydraulic fluid leaks are a common ailment

that is unacceptable in a wearable system. A direct belt, chain, or cable drive is

also ineffective, since the distance and path between actuator and joint is variable

throughout motion and including pulleys along the way increase the complexity of the

device while making it less safe and reliable.

A popular and effective solution for this particular remote actuation challenge

has become the cable-conduit transmission [35, 40, 41]. Shown in Fig. 1.2, a cable-

conduit transmission consists of a mobile inner cable routed through a fixed outer

5



1 2 53 4

Figure 1.3: Schematic diagram of a cable-conduit transmission in bidirectional pull-
pull configuration for rotary motion. Clockwise motion of motor shaft
and pulley (5) engages the upper cable (3,red) resulting in clockwise
motion of output shaft and pulley (2) and corresponding motion of the
attached device (1). Conversely, counterclockwise motion engages the
lower cable (4,green).

sheath. The cable can be connected to a pulley at the end for rotary motion, or

directly to the end of a device for linear motion. Since a single cable cannot reliably

transmit compressive forces in any configuration, when bidirectional control of motion

is required, these conduits can be arranged in tandem to form a pull-pull configuration

(Fig. 1.3), where each of a pair of cable-conduit systems is responsible for motion in a

single direction.

A number of systems currently being used for research purposes use cable-

conduit actuation to manipulate joints. Researchers at Carnegie Mellon University

have developed a monoarticular ankle exoskeleton testbed actuated via a unidirec-

tional cable-conduit transmission [40], shown in Fig. 1.4. This system was used to

great effectiveness in a human-in-loop optimization scheme to reduce the metabolic

cost of walking by as much as 24% when only actuating one ankle [39]. In this scheme,

the optimizer chose when to provide assistance and when to remain in transparent

mode, whereby the device attempts to impart no force on its wearer, accomplished in

this system via slacking of the single cable. Another example is soft exosuits developed

6



Figure 1.4: A monoarticular cable-conduit driven exoskeleton used in [39] to reduce
the metabolic cost of walking.

by researchers at Harvard University, where the exosuit itself is made of a lightweight

fabric and cables provide actuation of the suit beyond its natural elasticity [35].

These transmissions are selected because have a number of desirable properties.

They are typically lightweight, as a relatively thin steel cable or fabric string can

withstand large tensions. Material selection is flexible, as the only poor choices are

those that would allow the conduit to collapse and pinch the cable, or that would have

exceptionally large coefficients of friction between cable and conduit. Cable-conduit

transmissions also provide a mechanically flexible means of transferring power, as the

conduit is free to change shape during motion.

These benefits beget symmetrically significant hindrances and drawbacks, how-

ever. First, when compared to other transmissions, the efficiency of cable driven sys-

tems is poor. This is due to the presence of large, nonlinear frictional effects between

the cable and conduit that vary with cable path, tension, and material properties.

It has been shown that this causes a generic cable-conduit system to display input-

dependent stability properties [42]. This instability can be attributed to backlash in

the system which needs explicit compensation, else the temporal delay between force

applied at the input and propagation of that force to the output caused by the friction

itself [43, 42] will severely limit available control bandwidth [44]. Lastly, displaying

7



zero force is nontrivial in a pull-pull configuration since users cannot rely on slacking

the cable, and interaction must be guided by sensor feedback [45].

In practice, this set of issues means that simple feed-forward control of systems

integrating cable-conduit transmissions is infeasible, as friction will cause both large

tracking errors and backlash that leads to diminished control bandwidth and possible

instability. The transmission’s own dynamics are also reflected to the user–for example,

when an actuator applies zero force, all the friction in the system is displayed at the

output. To proceed, roboticists must look at means of feedback control, where having

an accurate model of the system is valuable both to guide controller design and allow

for state observation.

1.5 Modeling & Control Efforts

Most previous efforts to control for friction in cable-conduit transmissions have

been focused on either model-free feedback or compensation laws based on highly

simplified models. Townsend et al. worked with explicit friction compensation, coupled

with proportional-integral force feedback control, but found this resulted in limit cycle

behavior due to static friction in the system [43], such that desired system behavior

could not be achieved. The earliest modeling efforts for cable-conduit systems were

not for use as a transmission, but were done for the sake of electricians attempting to

understand difficulty in drawing electrical wire through conduits [46]. After doing work

in these early identification efforts, Kaneko et al. developed the first dynamic models

for the cable-conduit transmission [47, 42]. Taking the most popular approach when

trying to model a new system, they developed a lumped-mass formulation resulting in

a number of spring-mass-damper systems in series, shown from their original paper in

Fig. 1.5. The core of this model was simple Coulomb friction,

Fµ = µ · Fn (1.1)

Where Fµ is the frictional force, µ is the frictional coefficient, and Fn the normal

force between cable and conduit. The elastic coefficient k of the springs in the model

8



Figure 1.5: As presented in [48], the original lumped-mass model developed by
Kaneko et al. consisting of a number of mass-spring-damper systems
chain together in series.

is adjusted as the adimensionalized friction constant λ as, k = kcable
λ

exp (λ)−1 . This

formulation presented significant limitations, however. First and foremost, the mass-

spring-damper system used to simulate the cable cannot replicate the phenomenon of

partial motion due to its linear nature. It retained the undesirable property that curva-

ture of the cable must remain constant throughout simulation, and additionally could

only accept environments that could be represented by a spring, as a consequence of

the linear nature of the model. Changing pretension in the cable was also nontrivial,

and pretension needed to be constant throughout the entire cable. In practice, preten-

sion is configuration specific and varies through the cable since friction still effects the

system during tensioning, making this a difficult constraint to work with.

This model would be improved by Palli & Melchiorri, [49], choosing to include

a dynamic Dahl friction model [50, 51]

∂F

∂x
= σ0 · sign

(
1− sgn(v)

F

µFn

) ∣∣∣∣1− sgn(v)
F

µFn

∣∣∣∣δD (1.2)

instead of the Coulomb model inherent to Kaneko et al.’s implementation. In this

model, σ0 is contact stiffness in the static condition (v = 0), µFn is the static friction,

F is the frictional force being studied, and δD is a free positive parameter that can be

tuned to adjust the shape of hysteresis [52].
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The specific nature of frictional interactions in the cable would later be studied

in-depth by Do et al. [53, 54, 55] who determined that a specially modified Bouc-

Wen frictional model most accurately matches the behavior of cable-conduit systems

in pull-pull configuration. This model is given by the equation

Ff = kx(ẋ, ẍ)x+ kζζ + νẋ+ F0 (1.3)

where Ff is the frictional force, F0 is a constant offset, ν is a viscous friction coeffi-

cient, and dotted variables represent time derivatives of the position state x. ζ is a

nonphysical internal state updated differentially by

ζ̇ = ρ
(
ẋ+ λsign(ẍ)− σ |ẋ+ λsign(ẍ)| |ζ|n−1 ζ + (σ − 1)(ẋ+ λsign(ẍ)) |ζ|n

)
(1.4)

where ρ > 0, σ ≥ 0, n ≥ 1 are shaping factors, and the positional scaling factor kx is

given by

kx(ẋ, ẍ) =
k̄x

exp (2ẋ) + 1
(exp (2ẋ) + sign(x)sign(ẍ)) (1.5)

However, models based on this formulation still fail to capture the phenomenon of

partial motion within the cable, despite tracking well during motion. For applications

in human-interacting robotics, capturing accurately the behavior as the transmission

engages is key for many control objectives, including transparent behavior.

More recently, a number of groups have developed nonlinear compensation laws

for use in their feedback controllers [53, 56, 57], which provide significant performance

benefits above simple standard linear feedback controllers, such as PID control. How-

ever, they are based on simplified models, which assume a constant cable configuration

or interaction with a passive environment. Both of these assumptions are counterpro-

ductive for use in human-interacting robotics, as the human will invariably add energy

to the system during motion when wearing a robot, and almost every movement a

cable-conduit transmission could be used to assist would see the cable’s bend radius

vary over its duration. To date, there have been no published efforts to use a nonlinear

cable conduit model as an observer for a state feedback controller.
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Figure 1.6: Schematic of the distributed model developed by Agrawal et. al [58]
featuring nonlinear friction applied to an elastic cable.

Realizing the implications of the inherent limitations of lumped-mass models,

an alternative formulation was proposed by Agrawal et al. [59, 58] Instead of approx-

imating the cable as a series of mass-spring-dampers, the cable itself is considered to

be a massless series of elastic elements, connected by nodes. By integrating friction

over any given segment, the difference in tension between nodes can be obtained, and

since the cable itself is a spring, the displacement of nodes follows from Hooke’s Law.

A schematic of this formulation is shown in Fig. 1.6. In this way, the behavior of the

cable-conduit can be studied free of some of the restrictions of the lumped-mass for-

mulation, however, the model was applied only to demonstrate the case of interaction

with a passive environment. This follows from two model properties: first, their sys-

tem of equations is underdefined in the absence of an explicit relationship f between

the tension at the output TO and the displacement of the end of the cable xO such

that TO = f(xO); and second, an asymmetry in the model that only allows motion

to propagate in one direction. In a nonpassive system, part of the cable must begin
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to move if force from either direction exceeds static friction, but their implementation

can only consider force from one direction. Additionally, this formulation involves non-

linear effects in the state variables, meaning that solution of states is computationally

expensive.

My work extends the formulation of Agrawal to allow its use in a controller. I

have first modified the formulation to allow non-passive environments, such as would

be encountered in a human-interacting application. This required the introduction of

bidirectional motion propagation, a feature not present in any previous model. The

specifics of the new formulation are presented in Chapter 2. Additionally, I have

developed a novel method to solve the nonlinear equations present in this formulation

in O(n2) time. The innovation in solution of the system equations allows us to explore

the use of this model as a state estimator, as presented in Chapter 3. The model is

considered for use in friction compensation control schemes in Chapter 4.
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Chapter 2

DYNAMIC MODEL

In this chapter, I will present a full derivation of the proposed dynamic model

of a cable-conduit transmission, and describe the software implementation I have de-

veloped. Additionally, this chapter contains information about a method of reducing

the nonlinear system to a linear one for purposes of rapid solution, and validation

experiments against a physical system.

2.1 Model Formulation

We begin our model formulation by assuming that the cable is a massless elastic

element, with a constant stiffness kc over its entire length. The assumption that the

cable has no mass means that we will be neglecting the effects of cable inertia on the

dynamics of the system. Secondly, we assume that motion is one-dimensional, only

allowing motion of the cable along the axis of the conduit, and not throughout the

cross section of the conduit. This assumption means that we presume that the contact

force is solely a function of tension and bend radius, and neglect any contributions

due to the transverse location of the cable within the conduit. Our final assumption

is that when a segment of the cable is not in motion, its stationary state persists until

static friction is overcome by the action of the adjacent segments. For a stationary

cable, neither tension nor motion can propagate. This assumption lets us use currently

stationary nodes as a boundary condition to solve for motion of a partially-moving

cable.
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To begin solving for system dynamics, we consider an infinitesimal segment of

the conduit1. Because of our assumption of neglecting the inertia of the cable, Newton’s

first law will be written as
∑
F = 0, where F are all the external forces applied to the

segment. Due to our assumption of no transverse motion, we only have to worry about

forces along the axial direction of the conduit. In our model, we have only three forces

acting on the cable over this segment, as shown in Fig. 2.1: tension from one end,

tension at the other end, and the frictional interaction between cable and conduit.

If we denote one end of our infinitesimal segment to be at location x in the axial

direction of the conduit, then the other side’s position is given by x + dx. Let the

tensions at their respective ends of the segment be denoted by T (x) and T (x + dx),

and friction Fµ(x). For this system, the equilibrium of forces along the axial direction

yields

T (x+ dx) = T (x) + Fµ(x) (2.1)

1 We consider the conduit, rather than inner cable, because we need to solve for the
friction through the entire conduit, and don’t need to consider parts of the cable not
experiencing friction, outside of the conduit.

Figure 2.1: Balance of forces across a given segment of cable at location u(x, t) and
length dx. Tension T (x, t) is applied from both ends, resulting in a
normal force N(x, t) to exist between cable and conduit because of the
cable’s curvature R(x). This results in friction f(x, t) resisting the motion
of the cable. From [58]
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To calculate Fµ(x), we need to know the normal force Fn(x) between cable

and conduit over the segment. If we are given that the cable’s radius of curvature is

specified by the continuous function R(x), we know that the segment sweeps out an

arc of central angle dθ over its infinitesimal length such that dθ = dx/R(x). Geometry

then gives us that

Fn(x) = T (x) sin

(
dθ

2

)
+ T (x+ dx) sin

(
dθ

2

)
(2.2)

If we approximate that changes in tension over the differential segment are small,

and take the small angle approximation for sin, we can proceed as

Fn(x) ≈ 2 · T (x) sin

(
dθ

2

)
≈ T (x) dθ (2.3)

If, for the moment, we assume a Coulomb friction model and let the coefficient

of dynamic friction be µk, this gives us the frictional relationship,

|Fµ(x)| ≤ µkFn(x) =
µkT (x) dx

R(x)
(2.4)

where friction is represented as an inequality because it cannot be permitted to add

energy to the system.

From this relationship, we can see that if the tension differential across a moving

infinitesimal segment decreases below the maximum value of Fµ(x),

|T (x)− T (x+ dx)| dx = ∆T (x) dx < Fµ(x) =
µkT (x) dx

R(x)
(2.5)

the cable will not move at that location. Otherwise friction will resist motion (shown

here by velocity v(x)) at its maximum value, and provide the tension differential of

∆T dx =
µkT (x) dx

R(x)
· sign(v(x)) (2.6)

To incorporate static friction in this Coulomb friction model, we must introduce

the coefficient of static friction µs, and establish the result of the inequality:

|T (x)− T (x+ dx)| dx
?

≥ µsT (x) dx

R(x)
(2.7)
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To study the motion of the inner cable, we revisit our assumption that the cable

is represented by an elastic element of stiffness kc. Then, if we define the cable dis-

placement at axial coordinate x to be u(x), Hooke’s Law T = kc∗du/ dx in conjunction

with Eqn. 2.6 and our assumption that the tension and position of stationary nodes

can’t change combine to give us that

d2u(x)

dx2
=

du(x)

dx

µk
R(x)

sign(v(x)) (2.8)

At this point, it is convenient to address the issue of cable slacking. While the

lumped mass formulation would exert negative tension under cable compression, this

behavior is nonphysical2. We can instead assert that the tension of any compressed

segment should be identically zero, and restrict our calculated solutions to cables under

tension.

2.1.1 Discretization

The differential equations representing this model have no closed-form analytical

solution, so it is necessary to use a computational approach based on discretization. To

proceed, we split the cable into a series of n sub cables, which we will call segments. The

interconnections between segments will occur at nodes, of which there are n+1. As with

all finite element methods, increasing n improves accuracy at the cost of computational

effort. If the total length of the cable is L, it is straightforward that we can divide it into

equal segments of ∆x = L/n. While the examples and implementation here do specify

segment length equally, this solution is not necessary, and different implementations

may be followed to optimize the use of computational resources. In practice, there

would be benefits to having large segments where curvature is most nearly constant,

2 While some compressive force can be transmitted due to rigidity of the cable, the
magnitude should be much smaller than forces transmitted through tension. The
lumped mass formulation has no element to enforce this asymmetry. Additionally, this
causes the cable to have large transverse deviations within the conduit, a violation of
our assumptions, so we need to handle this case separately.
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and smaller segments where curvature has a nonzero derivative. This would give the

best numerical performance for the least computational effort.

To proceed, let us define Ti the tension at node i, and ui the relative displacement

at the same node for a given instant. We must consider the radius of curvature to be

a constant over this finite element, via some evaluation of the function R(x). A logical

choice for Ri, this chosen value, would be the average value of the function R(x) on the

domain of the element. We must also take the segment velocity to be a constant rather

than a continuously variable function. Previous works have taken vi = ui(t)−ui(t−1),

which works in the case of passive environments. However, the bidirectional nature

of motion propagation in a model for interaction with nonpassive environments means

that this approach can result in non-passivity of the model itself. We instead choose

the mean of both nodes velocities, vi = 1
2
((ui(t)− ui(t− 1)) + (ui+1(t)− ui+1(t− 1))),

a discussion of this choice is provided in the appendix.

We can apply these assumptions to our differential equations, and integrate as

appropriate to obtain discrete behavior. Note that all integrations are performed in the

forward direction here; there exist symmetric reverse direction integrations that must

be performed for bidirectional motion propagation3. We have four cases to consider

for the motion of any given cable,

2.1.1.1 Scenario 1: Mobile segment

This behavior makes up the core of the model. To obtain the system equations,

we must integrate our differential equations over a finite segment. To enable this

integration for arbitrary curvature, we must assume the curvature to be constant over

the segment, and will notice that the segment must have a constant velocity over its

length. We first integrate Eqn. 2.6 over an arbitrary segment from xi to xi + dx as∫ xi+dx

xi

dT (x,t)
dx

T (x, t)
dx =

∫ xi+dx

xi

µ · sign(v(xi, t))

R(xi)
dx (2.9)

3 However, the only effect reversing the integration direction has is that indices flip
direction, and we go in descending order, N + 1, N,N − 1, ...
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This integration yields the result

T (xi + dx := xi+1, t) = T (xi, t) exp
µ dx · sign(v(xi, t))

R(xi)
(2.10)

The form of this equation is of particular interest, it relates the tension at the

start of a given segment to the tension at the end by an adimensional constant of

proportionality that is greater or less than one depending on the direction of motion in

the cable. Returning to our differential Hooke’s law, we can also perform an integration

relating this tension change to the change in axial displacement over the segment,∫ xi+dx

xi

du(x, t)

dx
dx =

∫ x−xi

xi

k−1c T (xi, t) exp
µ dx · sign(v(xi, t))

R(xi)
dx (2.11)

which has the closed form solution given by

u(xi + dx, t)− u(xi, t) =
T (xi, t)R(xi)sign(v(xi, t))

kcµ

(
exp

(
µ dx · sign(v(xi, t))

R(xi)

)
− 1

)
(2.12)

This result follows our expectations based on Hooke’s Law itself; the stretch of the

cable is proportional to the inverse of the cable’s elastic constant, times the change

in tension (force) over the same cable segment. If we adopt the compact notation

Ti := T (xi, t), ui := u(xi, t) and Si := v(xi, t), and make appropriate ‘copies’ for each

of the N mobile segments (And thus, N + 1 nodes) being considered, we then form a
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system of equations based on the above results (2.10 and 2.12)

0 =T1 exp

(
µ dxS1

R(x1)

)
− T2

0 =T2 exp

(
µ dxS2

R(x2)

)
− T3

...

0 =TN exp

(
µ dxSN
R(xN)

)
− TN+1

0 =u1 − u2 + T1
R(x1)S1

kcµ

(
exp

(
µ dx · S1

R(x1)

)
− 1

)
0 =u2 − u3 + T2

R(x2)S2

kcµ

(
exp

(
µ dx · S2

R(x2)

)
− 1

)
...

0 =uN − uN+1 + TN
R(xN)SN

kcµ

(
exp

(
µ dx · SN
R(xN)

)
− 1

)

(2.13)

When this system is augmented by the two required constraint equations, which

set a state variable at location a to the measured value A, such as given by

ua =A, (2.14)

then the system is fully defined and has a single unique solution for all state vari-

ables, under one condition: at least one constraint must act upon a displacement state

variable, otherwise the tension equations will be overdefined (N + 1 equations in N

variables) and the displacement equations underdefined (N − 1 equations in N vari-

ables).

2.1.1.2 Scenario 2: Slack Segment

When we have that two consecutive node positions, ui and ui+1, such that

ui+1−ui < 0 then the cable is slack, as its length is less than its resting length. In this

state, the tension of the slack nodes Ti,i+1 is identically zero, and no further calculation

is required to output the state at this time4.

4 It may be beneficial to perform the calculations as if the segment were mobile anyway,
and only output 0. This makes it such that at such a time where the cable is no longer
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2.1.1.3 Scenario 3: Stationary Segment

When a segment is entirely stationary, it cannot transmit any tension and it (by

definition) isn’t moving. The tensions and displacements can merely be copied over

from the previous time, as

Ti(t) = Ti(t−∆t)

Ti+1(t) = Ti+1(t−∆t)

ui(t) = ui(t−∆t)

ui+1(t) = ui+1(t−∆t)

(2.15)

2.1.1.4 Scenario 4: Partially mobile segment

In this scenario, one end of the cable segment has overcome static friction and

is in motion, but the other has not yet. From our assumptions, this stationary node

cannot have its tension nor its position change. It therefore provides a boundary

condition for solution of the segment in question, acting as a grounded spring according

to Hooke’s law. However, since we don’t know the tension distribution over the partially

moving segment we are forced to take an approximation by averaging the tensions at

the mobile and stationary node. Then if the last moving node is k, this boundary

condition is given by

uk+1 − uk =
Tk + Tk+1

2kc
dx (2.16)

which is used to augment the system given in Eq. 2.13, with N = k− 1 in place of one

of the constraint equations.

2.1.2 Motion Propagation

As the state of the cable is updated, it is necessary to keep track of what discrete

nodes have overcome static friction and begun to move. Of particular interest is the

node which exists on the boundary of both a mobile and stationary segment, which we

slack, the simulation can continue normally instead of having to deal with special
contingencies for ’un-slacking.’
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will refer to this as the last moving node (LMN). In the case of this model, we allow for

non-passive environments. An immediate consequence is that motion can propagate

from either end of the cable, and there is nothing to forbid motion from propagating in

both directions concurrently. For this reason, we must keep track of two last moving

nodes; one that propagates from the proximal end of the cable to the distal one, and

one at the distal end of the cable, that propagates toward the proximal side in response

to applied force/motion.

θ
in

τ
out

LMN
1

Segment
Node

Moving

Conduit

Moving

LMN
2

CCCCCCCCCCCCCCCCCCConduit

θ
in

LMN
1

LMN
2 θ

out

τ
in

LMN
1

LMN
2 θ

out

Figure 2.2: Schematic diagram of the proposed cable-conduit actuation model, fea-
turing all 3 operating modes (Position-Torque, Torque-Position, Position-
Position). Note the model’s ability to change the number of mobile cable
segments at both ends of the conduit, as appropriate, regardless of input
mode.
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We can obtain the propagation inequality through the same integration tech-

nique used to convert the differential equation into the discrete equations. In this way

we find that if node k is the LMN at either cable end, that node k ± 1 (For proximal

and distal end, respectively) becomes the new last moving node at such a time when

Tk±1Sk ≥ TkSkexp

(
µs∆xSk
Rk

)
(2.17)

Note that we cannot divide across the common factor Sk, due to the inequality. Di-

viding across a negative value would flip the inequality, changing the meaning of the

equation.

When attempting to solve for state variables, bidirectional motion propagation

means that it may be needed to carry through calculations for multiple numerically

isolated systems5. In order to do so, we need to specify at least one input, and one

output variable. Additionally, at least one of these two must be a position – the

position equations (Second half of Eq. 2.13) cannot be solved without at least one

position to define them in the world frame since each equation calculates the change

in an individual segment’s length, not any absolute positions.

Until such a time when both last moving nodes k1 and k2 coincide, the two

distinct (possibly) mobile regions at both ends of the conduit must be treated as

separate systems for solutions. When the LMNs coincide, the cable begins to move en

masse and force/motion can be transmitted between both ends of the cable-conduit

system. While this mode comprises most of the operation of the model, most of the

complexity comes from outside this mode.

2.2 Model Implementation

The model has been implemented in MATLAB such that each of the two main

cables participating in the pull-pull configuration is treated as an entirely distinct

5 At such a time when both proximal and distal end of the cable are in motion, but
there is a stationary segment between them.
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entity. Additionally, when a cable is undergoing partial motion, each section (proxi-

mal mobile section, stationary section, distal mobile section) is treated independently.

High-level program flow is shown as pseudocode in the listing below.

Listing 2.1: Pseudocode of Cable-Conduit Model implementation

1 [Displacements , Tensions] = initialConditions;

2 for each(timestep)

3 for each(cable)

4 if(no motion)

5 check if motion should begin

6 if(partial motion)

7 Solve proximal subcable

8 Solve distal subcable

9 Solve stationary subcable

10 elseif(mass motion)

11 Solve entire cable

12 Check if LMN update required

13 if(LMN changed)

14 Redo cable solution

15 end

16 Calculate pulley torques , angles

17 end

There are some interesting details and consequences of this implementation.

While the post-solution check for changes to the last moving node is performed accord-

ing to Eqn. 2.17, the pre-solution check uses a different criterion based on principles

of the model’s construction. If we are using position as an input for a given cable end,

we know that at least the first node MUST be mobile if θ(t) 6= θ(t−∆t). Additionally,
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if the input velocity is nonzero and of opposite sign than the previous iteration, then

the cable has stopped and changed direction since the previous iteration. Therefore,

the model must stop motion of all other nodes in the affected (sub)cable and calculate

if they would have overcome static friction from the direction change.

A second interesting feature not immediately obvious from the model derivation

is that changes to the last-moving node require repeating that time instant’s calcula-

tions. However, failing to do so would impose an arbitrary limit on the speed at which

motion can propagate through the cable, since the LMN could only ever advance by a

single node each iteration6. This velocity limit is given by

VP Limit =
L

N · dt
(2.18)

Since the true propagation speed is a function of mechanical system parameters, not

our choices for the number finite elements or timestep, our model will re-calculate a new

solution at any time t where the last moving node is updated, to allow for consecutive

solutions where the last moving node(s) have advanced by more than a single segment.

2.3 Solver Methodology

2.3.1 Background

At a fundamental level, the model exists as a set of nonlinear equations with a

single unique numerical solution; however there does not exist a closed-form solution for

the system state variables. Generally speaking, numerical solutions for nonlinear equa-

tions are found via iterative guess-and-check style optimization solutions. MATLAB’s

nonlinear solver, fsolve, uses the so-called ‘trust-region dogleg method’ for numeri-

cal solution, the details of which are outside the scope of this paper. However, the

important properties of this numerical solver are as follows:

1. The algorithm provides no assurance that it will generate a solution

6 This follows from the fact that the tension differential between first and second non-
moving nodes cannot change, so there’s no way for the LMN to advance by 2 without
re-solving after it advances by 1.
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2. The algorithm provides no assurance that the solution it provides, if any, is the
true solution, merely that it approximates equivalence in the given system

3. The algorithm is not guaranteed to converge within any amount of time

These properties are not very good for a simulation, but even worse for use

in a real-time model based controller. We know that since we have a set of dynamic

equations, they must have a single unique solution that describes the system state.

The possibility of finding no solution, or worse, an incorrect solution, has devastating

implications for the robustness of any controller utilizing that solver. Additionally,

the time costs of such an algorithm are unacceptable. In testing, even the best-case

scenario where the solver is given the previous state as its starting point, the rate of

solution did not approach speeds needed for controller use, as shown later in Fig. 2.4.

A different approach was required for this purpose.

2.3.2 Linear Formulation

To redefine our problem statement, we take note of the form of equations in Eqn.

2.13. These equations are nonlinear solely because of the presence of the sign function.

As such, we can introduce a simplification to bypass the non-linearity introduced by

the sign function (Fig. 2.3). Recall that

Si = sign(vi) =


−1 vi < 0

0 vi = 0

1 vi > 0

(2.19)

The important feature of this function is that despite a continuous range of inputs, it

can assume only three distinct values. We also observe that despite the fact that there

are 2N equations in the system describing the system state, there are only N distinct

arguments to the sign function. The set of conditions to consider is then provided

by the 3N possible permutations of the values of the N sign functions included in the

dynamic equations.
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In Big-O notation, commonly used to describe the time cost of algorithms in

terms of the size of their input, we can assign the worst-case time cost of this search

operation then asO(3N). Exponential scaling with the number of parameters is still less

than desirable7, as in this case a cable with only 5 segments would have as many as 243

possible outcomes for the set of nonlinearities. There are more beneficial properties

to take note of first. First, recognize that the argument to the function is segment

velocity. If the segment velocity is zero, the segment would be stationary. But by the

existence of the equation, that segment must be mobile. This contradiction indicates

that we can generally neglect the possibility that sign(vi) = 0,8 improving us from 3N

to 2N permutations.

A second observation is that for the model at hand, many of these permuta-

tions are nonsensical. Consider a 5-segment cable whose sign functions output the set

[−1, 1, 1, 1,−1]. This configuration cannot, in fact, exist - the lack of inertia in the

model means that wave propagation is impossible, ergo motion in the cable must be

7 Though, far superior to no guarantee of convergence provided by a conventional
nonlinear solve

8 With one exception – there can possibly be a ”stationary” segment in a fully mobile
cable if the motion direction changes within that segment, and the velocity estimation
method finds it to be identically zero over the segment despite the motion.

y

x

1

-1

Figure 2.3: The nonlinear sign function.
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described completely by 3 regions:

� Region 1: A region of cable moving in the same direction as the node at end A
and extending from end A to the unknown node k1

� Region 2: A region of cable moving in the same direction as the node at end B
and extending from end B to the unknown node k2

� Region 3: A region in the center of the cable, between regions 1 and 2, that is
stationary due to friction

This constraint further rules out permutations. In fact, for N ≥ 2, the number of

permissible permutations np is given by np = 4 · (N − 1). We have thus developed

an algorithm that selects all admissible values for the velocity of cable nodes, shown

below.

Listing 2.2: Generator function for allowable sign permutations.

1 function [signCells] = generateSignumSet(size)

2 %Two basic cases - monodirectional in either direction

3 caseB = ones(1,size) * 1;

4 caseA = ones(1,size) * -1;

5 signCells = {caseA ,caseB};

6 %Simple bidirectional motion , stretching

7 for i = 2:size

8 signCells{i+1} = [ones(1,i-1) -1*ones(1,size -(i-1))];

9 end

10 %Simple bidirectional motion , compressing

11 l = length(signCells);

12 for i = 3:l

13 signCells{l+i-2} = -1 * signCells{i};

14 end
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15 % Bidirectional motion , stretching

16 % single mean -stationary segment

17 l2 = length(signCells);

18 for i = 2:size -1

19 signCells{i+l2 -1} = [ones(1,i-1) 0 -1*ones(1,size -(i-1) -1)

];

20 end

21 % Bidirectional motion , compressing ,

22 % single mean -stationary segment

23 l3 = length(signCells);

24 idx = 1;

25 for i = l2+1:l3

26 signCells{l3 + idx} = -1 * signCells{i};

27 idx = idx + 1;

28 end

29 end

Having reduced the possibilities for the possible values of the sign function to a

small handful, it’s time to exploit them. Recalling that the only nonlinearity present

was the sign function, we start by assuming that an arbitrary one of the possibilities

is correct, and substitute those values for the sign function, and proceed with solution

of the now linear, algebraic set of equations. We test the solution (if it exists) for

validity of the assumption made, and repeat until the correct assumption, and thus

the solution for the system state is correct. While it doesn’t follow trivially that this

solution method works, a rigorous proof is provided in the following subsection.

As a final optimization, we recognize that changes in direction of motion are

relatively infrequent for most applications. By testing the most recent set of correct

assumptions first, we amortize our time cost for the assumption stage to an expected

value of O(1). Since the time cost of linear system solutions is worst-case O(n3), our
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Figure 2.4: On a normal desktop computer, the presented novel solution method
outperforms MATLAB’s fsolve by nearly two orders of magnitude.

overall worst-case time cost is therefore O(n3 · (4n − 4)) = O(n4), and expected time

cost O(n3). We can observe the effects of this solution method in Fig. 2.4 – the new

linear solver outperforms the best optimized version of MATLAB’s nonlinear solver

by nearly two orders of magnitude on a typical desktop PC9, even when MATLAB’s

solver is programmed to use the previous solution as initial condition.

Since most control loops run at 1 kilohertz, the classical solver is not fast enough

to run so much as a single segment simulation quickly enough, however our novel solver

can run up to a 50 segment cable within the window provided by a controller cycle.

Given this efficient, powerful simulation and modeling tool, we can begin to implement

it into a real-time controller.

2.3.3 Proof of Existence and Uniqueness of Solutions

To begin proving the solution method, we first recall the exact nature of our

equations given in Eq. 2.13. There are two types of equations, those solely in tension

variables, and those both in tension and displacement variables. Momentarily, let us

consider only those that deal with tensions alone.

9 Dell Precision T1700 Workstation, containing an Intel Xeon E3-1226v3 clocked to
3.30 GHz. MATLAB bench command reports the following reference times: LU:
0.1716s, FFT: 0.1251s, ODE: 0.0563s, Sparse: 0.0928s, 2-D: 0.2602s, 3-D: 0.3078s
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There are then n equations in n + 1 unknowns, the Ti states. By our problem

setup, we ensure we have at least one tension known10. The n equations take the

general form

0 = Ti,tf(sign(mean(ui,t − ui,t−1, ui+1,t − ui+1,t−1)))− Ti+1,t (2.20)

where f is an arbitrary nonlinear function, Ti,t, ui,t are tension and displacement state

variables at discrete time instant t. The important feature of this functional form is that

all states appearing inside a nonlinear function are within a sign function

as well. That is, this solution technique only works if the equations are such that

the nonlinear portion of the equation can take a fixed, countable number of discrete

values. Table 2.1 gives examples of functional forms compatible and incompatible with

this method.

Allowable Not Allowable
x · f(sign(x)) f(x · sign(x))
f(sign(g(x))) f(x) · g(sign(x))

Table 2.1: Examples of functional forms compatible and incompatible with linear
solution method

Given our specific functional form, and the nature of the sign function, it’s

apparent that it can only take the forms given by

0 = Ti,tf(ki,j)− Ti+1,t (2.21)

where ki,j is the value assumed under j for the sign function associated with segment

i. Let us then assume every possibility for the arguments to the nonlinearity. For a

10 We permit position-position to be an input as well. However, we can proceed as-
suming we know at least one variable without losing generality since we ensure our
full system has enough constraints to fully define the unknowns. Specifically, Position-
Position provides information about tensions through the position equation
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two-node system11, there are then the following possibilities for the sole segment

0 =f(1)Ti,t − Ti+1,t

0 =(f(0) ≡ 1)Ti,t − Ti+1,t

0 =f(−1)Ti,t − Ti+1,t

(2.22)

Choosing assumption j = [k1,j, k2,j, ..., kN,j] from the set of all possible assumptions

spanning allowable permutations of the sign functions, we place the equation in matrix

form then augment with the constraint from the known value, T1,t = τ , to give us the

linear system

0

τ

 =

f(k1,j) −1

1 0

 ·
T1,t
T2,t

 (2.23)

which, for our system, has the straightforward solution for a given assumption j

T1,t,j = τ

T2,t,j = f(k1,j)τ
(2.24)

We then refer this closed-form solution to our other set of equations dealing in

node displacements (Given in the second half of Eqn. 2.13) to obtain post-assumption

node displacements, and use these displacements to calculate values for the quantity

we previously assumed the sign of, segment velocity.

Now, we can compare our assumed values under assumption j to the true value.

We require only that for every segment i, the assumed signs, ki,j equal their post

calculated values, ki,j = k+i,j. When this condition is true, we have equivalence, for

each i, of the nonlinear system equations and our simplified system, since

f(sign(mean(ui,t − ui,t−1, ui+1,t − ui+1,t−1))) = f(ki,j) (2.25)

This is a consequence of what the assumption means: when we assume motion

is toward the proximal end, friction must act toward the distal end, and in the absence

11 Larger systems merely produce more possibilities, as we must select one k per seg-
ment, and (in the absence of further optimizations,) the number of possibilities scales
exponentially with the number of segments, as previously discussed.
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of other forces, this means that tension increases over the segment. Mathematically,

this manifests itself by the exponential quantity being greater than 1. When we assume

motion toward the distal end, the inverse is true and the argument to the exponential

being negative makes it output a quantity less than one.

When we look at the position equations, we’re adding new information to the

system from the one required position measurement. Since the exponential in position

equations is (exp (· · · )− 1), instead of being greater than/less than one, the argument

makes the term change in sign. If our assumption was incorrect, this new position

information will contradict with the information about tensions gained via assumption,

and the model will produce node velocities that imply segment velocities whose signs

do not match those previously assumed.

As an example, assume a single segment, bounded by two nodes, of some cable

that moved in the positive direction at the current time instant. We measure a tension

τ at the input, and a displacement from 0 to x between the previous and current

timestep at the output. Let us incorrectly choose to assume the cable moved in the

negative direction (i.e S1 = −1). Then 1 > f(−1). From our position equations, we

have

0 = u1 − x+ τ
R

kcµ
(S1)(f(−1)− 1)

→ u1 = x− τD1,−1

(2.26)

whereD is a positive constant combining all terms in the tension coefficient, RSi

kcµ
(f(−1)−

1). We calculate the sign of the velocity’s segment as

sign(v1) = sign(
1

2
(u1,t − u1,t−1) + (u2,t − u2,t−1))

sign(v1) = sign(((x− τD1,−1)− u1,t−1) + (x− 0))

sign(v1) = sign(2x− τD1,−1 − u1,t−1)

(2.27)

However, we can place a conservative upper bound on both quantities on the right.

Since the term τD1,−1 represents the change in length due to the frictional losses in a

segment, if τD1,−1 ≥ x then that cable segment would be slack at the current time,
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since the displacement of both nodes relative to the segment is toward the middle.

This is a contradiction if τ 6= 0, the presence of that measurement means the cable is

not slack; and if τ = 0, this term still obeys our desired bound (since it is identically

zero). Fig. 2.5 visualizes this relationship. Since Node 2’s position is known, when we

visualize this relationship, it becomes clear that violation of the stated bound results

in a segment length less than the slack length. Therefore, it is true that τD1,−1 < x.

Slack Length

x

τD1,-1<x

Segment
Stretch

Slack Length

x

τD1,-1>x

Segment
Slack

Figure 2.5: Visualization of the bounding of the quantity τD1,−1. When the quantity
exceeds the bound, the final length of the cable segment is less than its
rest length and is therefore slack. This contradicts the fact that τ used
to calculate this quantity is nonzero, and thus claims that the cable is
not slack.

0-Lsegment

x

u1,t-1<0 u1,t-1>0 Slack Length

Figure 2.6: Visualization of the bounding of the quantity u1,t−1. If this quantity were
to take on any positive value, the length of the segment would be less
than its rest length at the previous time, and therefore slack.
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We could present a similar appeal to bound u1,t−1, but there is a stronger argu-

ment available. Consider the state of the cable at the previous time: we have defined

our coordinate system such that u2,t−1 = 0. Let’s align this to a coordinate system x̄ of

the true position of a node with respect to the conduit, rather than relative displace-

ments, such that x̄2,t−1 = 0 as well. In this coordinate system, x̄1,t−1 = u1,t−1−Lsegment,

where Lsegment is the cable segment’s slack length. The current length of the segment

is expressed as x̄2,t−1− x̄1,t−1 = (0)− (u1,t−1−Lsegment). For the cable to be non-slack,

we require that x̄2,t−1− x̄1,t−1 ≥ Lsegment. Clearly this is only the case when u1,t−1 ≤ 0.

Therefore, with frames defined as we have here, the previous position of Node 1, u1,t−1

is strictly nonpositive since the model cannot produce slack segments. Fig. 2.6 visu-

alizes this relationship. Since choosing a different reference frame in this 1-D system

results only in offsetting all quantities by a constant, we can extend this result to any

frame without loss of generality.

Therefore, if we define γ ≡ τD1,−1 + u1,t−1 we can state the inequality γ < x

and define an ε > 0 such that γ = x− ε and rewrite our sign calculation as

sign(v1) = sign(2x− γ)

sign(v1) = sign(2x− (x− ε))

sign(v1) = sign(x+ ε)

sign(v1) = 1

(2.28)

This is a contradiction on the incorrectly made assumption that sign(v1) = −1.

We can trivially reject the second possible incorrect assumption of sign(v1) = 0,

by appealing to the changes in measured tensions and positions. Eqn. 2.15 states that

when a segment is not in motion, its state variables are retained from the previous time

step. However, our closed-form solution here indicates that u1 = u2 if k1,j = 0. This is

in general a contradiction of its own, unless x = 0 and u1,t−1 = 0 – which alternatively

contradicts our construction that the true motion was in the positive direction.

Since the proof has symmetry with the opposite motion case, we can be assured

that this mathematical formulation rejects incorrect assumptions.
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Additionally, since there can only be one true solution of the nonlinear system,

and we have equivalence of any valid assumption scheme and the original nonlinear

system, we know that once we find a single valid solution, all other solutions will be

invalid and we can stop without considering unchecked solutions.

2.4 Model Validation

2.4.1 Experimental Apparatus

By way of verification of our model, we designed and constructed a test-bed

cable-conduit transmission to compare the model’s predictions to measured dynamics.

The system connects a DC motor and a handle designed to apply torques along the

flexion/extension axis of a human wrist via a pull-pull cable-conduit transmission. In

this configuration, the human applies effort to accomplish motion while the remote

actuator is controlled to display a desired environment for the human to interact with.

The design of the test bed is shown in Fig. 2.7. Tensioning of the system

is facilitated by adjustable sliding mounts for the conduit. The system has a non-

unity transmission ratio R specified by the ratio of radii between motor and handle

pulleys, the value of which is approximately 5. Torque is supplied by a DC motor

(Maxon motors 355679). Torque from the motor is measured via current sensing. For

static tests, the load pulley can be locked to its support structure by a bolt such that

the applied torque can be measured by the 6 channel force/torque sensor (ATI mini40,

resolution 0.5 mNm, 4 Nm at full-scale output). Position can be measured at both ends

via encoders present at both the actuator (2000 cpt) and load shaft (10000 cpt). When

a human is present, an additional passive degree of freedom at the handle compensates

for any misalignment between the anatomical and robotic flexion/extension axes.

Each cable consists of a 2 m wound steel wire sheath with HDPE liner with an

approximate inner diameter of 1.75 mm (Lexco Cable 408187), and an inner cable with

a 7x19 stranded stainless steel core coated in nylon to a final outer diameter of 0.75

mm (Sava Cable 210149). The cables are arranged in a typical pull-pull configuration

used to allow for bidirectional transmission of motion and force, with cables crossing
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at the output pulley to ensure sufficient engagement between cable and pulley over a

large range of motion.

2.4.2 Parameter Estimation

Our implementation of the model is described by 8 free parameters. Where

possible, parameters were set by the design and then measured directly: this was

possible for the cable length, curvature function, and both pulley radii. To estimate kc,

Figure 2.7: Top: Rendering of test apparatus design. The system is comprised of an
input motor (2) and its pulley (1), which drives two steel inner cables
(3) through their conduits (5), causing motion of the load pulley (6) and
therefore the handle for human interface (7). Mobile conduit supports
(4) pretension the cable, and load torque is measured by loadcell (8).
Bottom: Photograph of the constructed system.
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Figure 2.8: The chopped triangular torque waveform applied by the motor during the
behavioral verification experiments. Torque at the output is amplified by
the transmission ratio R, around a factor of 5.

the spring constant of the cable, the relationship between cable strain and tension was

measured in-situ with the output pulley blocked. Pretension in the cable is prescribed

by adjusting the cable mounts by displacing an attached spring a fixed distance. Both

friction coefficients were tuned by hand to minimize the difference between model and

measured results in an experiment independent from those reported below. The values

of these parameters are listed below in Table. 2.2.

Table 2.2: System parameters used for model simulation

L R(x) rinput rload K T0 µd µs
2 m 0.28 m 20 mm 104 mm 2 kN

m
10 N 0.21 0.63

2.4.3 Experiment 1: Behavioral Verification

The objective of Experiment 1 was to ensure that the model responds correctly

to changes in physical parameters. Here, we varied the pre-tension in the cable as well

as its bend radius. To do so, the output pulley was locked in position, and the motor

applied a torque which ramped at a rate of 0.1 Nm/s to a maximum of 0.125 Nm, then

dwelling for 0.5 seconds before reversing direction. Several periods of this input are

shown in Fig. 2.8.
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In Experiment 1a, the first experiment conducted under this paradigm, the effect

of variations in pretension was studied. Pretension in the cables of the physical system

was set to 4 distinct levels using the spring tensioning method previously described.

The motor applied the previously discussed tension profile for a period of 30 seconds.
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Figure 2.9: Exp. 1a: Physical system and modeled behavior when pretension in the
cables is varied. The model reproduces the trends in behavior introduced
by variations in pretension correctly.
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The model operated in torque-position mode, and was supplied with the position of the

(fixed) output handle, and the torque profile applied by the motor as inputs. Only the

pretension was changed between trials, all other factors were held constant throughout.

Fig. 2.9 shows the results of this experiment. In agreement with Eqn. 2.13, we observe

that increasing the pretension increases the friction, decreasing efficiency. Modeled

peak output torque was within 0.02 Nm of measured values.

Experiment 1b instead focused on the effects of changing the radius of curvature.

To study this effect with as little complication as possible, curvature was varied by

changing the number of loops the 2 meter long conduit completed between its mounting

plates from 1 to 3 and keeping these loops as circular as possible. From the number of

loops in the cable, and with the assumption of perfect circularity, values for R(x) were

estimated and given to the model to compare against the real system’s behavior. The

ability of the model to accurately describe transmission dynamics as path changes is

of particular importance for wearable robotics applications, where cable path would be

time variant as a function of joint angles proximal to the joint being actuated. In this

experiment, pretension was set to a constant level after the cable path was altered, to

ensure consistency of results. As shown in Fig. 2.10, increasing the curvature of the

cable results in larger backlash and a decrease in transmission efficiency, as expected,

both in the physical system and in simulation. In this experiment, modeled peak torque

remained within 0.03 Nm of the true value, and the width of the backlash was within

0.02 Nm of measured.

2.4.4 Experiment 2: Position-Force Mode

Experiment 2 validated our model’s capacity to capture dynamic interaction

with an active environment. For this experiment, the motor was controlled to apply

a torque τ , expressed in Nm, in response to angular displacement θ, in radians, of

the output handle. This configuration is similar to virtual tunnels used in haptics

applications, however by controlling for input torque instead of output, the rendered
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system will display backlash as a result of transmission friction. The tunnel is described
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Figure 2.10: Exp. 1b: Physical system and modeled behavior when the radius of
curvature of the cable is altered by changing the number of loops the
cable completes.
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by the equation

τ(θ) =


min(−1

2
(θ + 0.05), 0.2) θ < −0.05

0 |θ| ≤ 0.05

max(−1
2
(θ − 0.05),−0.2) θ > 0.05

(2.29)

and is shown in green in Fig. 2.11.
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Figure 2.11: Experiment 2: The virtual tunnel as designed and as rendered by the
cable-conduit transmission. Numerical accuracy of the simulation is
very high through most of the domain, with systematic errors in some
regions as a result of an effect not included in the Coulomb model.

During the experiment, a participant was instructed to move the handle in a

periodic fashion. They were to sweep to one side to an angle of at least 20 degrees,

hold momentarily, then sweep to the opposite side with the same magnitude angle. The

model was provided with the trajectory imposed by the human and the corresponding

torque requested from the motor to repeat the experiment in simulation. The cable

was set to a fixed pretension with one loop in the conduit, with all other parameters

unchanged. Results, shown both as timeseries and in input-output domains in Fig.

2.12, demonstrate fair tracking of the true output by the model, with some deviations

present from un-modeled dynamics. The systematic nature of this is made clearer by

observing the results in the position-torque domain (Fig. 2.11)that describes the tunnel
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Figure 2.12: Experiment 2: Viewing torques and positions in the time domain shows
that the modeled behavior is temporally in phase with that of the phys-
ical system. Modeled angle is correct to within 3 degrees throughout
the experiment.

itself. Numerical accuracy is high, with the root-mean-squared error being 0.27Nm,

largely due to a divergence in the slope for two regions. This suggests that the simple

Coulomb model elected for model development will need to be replaced with a more

accurate model for controller use.

A piece of evidence agreeing that Coulomb friction is to blame is to observe

model residuals binned by cable velocity (As here approximated by handle velocity).

This relationship is shown in Fig. 2.13, where there is visibly some dependence between

model residuals and handle velocity. Taking a first-order, linear approximation of this

relationship, we can include a viscous friction term that decreases the bias in residuals

from the previously reported 0.27Nm by about 1/3 to 0.19Nm.

2.4.5 Experiment 3: Position-Position Mode

For the third experiment, we wanted to validate the capability of our model

to operate when supplied with two position measurements and no torques. To do so,

we study the case where the motor is controlled to track the position of the output.

For a high-friction transmission, intuition suggests that when input and output are
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subjected to the same trajectory in this way, each source is responsible for moving

half of the cable, and as such must compensate for 50% of the system’s friction. Our

experiment involved a human participant imposing an arbitrary periodic trajectory

to the load pulley, and a sufficiently stiff PI position controller tracked the trajectory

θdes = Rθload. In practice, it was expected that the distribution of tension would not be

a 50/50 split due to non-idealities and we would observe some asymmetry in measured

torques.

Unlike other experiments, we ran the model in two scenarios–first, the ideal con-

dition, where the model was given a perfect position controller that specified explicitly

that θmotor = Rθload, to represent the ideal case that we expect to match our intuitive

result. Second, the model was provided the true position achieved by the motor, such

that it would attempt to recreate non-idealities seen in the physical system and its

simple position controller. Figure 2.14 shows firstly, that when the ideal control law

is applied, the model predicts the intuitive load-sharing result, with torque profiles at

input and output identical when normalized for transmission ratio.
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Figure 2.13: Experiment 2: Grouping residuals with respect to handle velocity shows
the need for viscous friction to be included in the basic friction model.
A first-order approximation of this viscous term reduces the bias in
residuals. The remaining residuals resemble friction due to the Stribeck
effect.
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2.4.6 Validation Results

Overall, the modeled behaviors are successful at representing those observed in

the physical system. The model reacts correctly to changes in physical parameters, and

correctly simulates backlash in and re-engagement of the transmission. Numerical ac-

curacy is fair, but is demonstrably improvable via incorporation of a more sophisticated

core frictional model than the chosen Coulomb friction. We have sufficient evidence

for the capability of this model to consider its feasibility for use for state estimation in

a controller.
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Figure 2.14: Exp. 3: A comparison of physical, realistically modeled, and ideally
modeled position-follower systems. The idealized model correctly splits
effort between both distal and proximal inputs evenly. Using measured
position controller response as one input for dynamic model (Realistic
Model) reproduces some of the asymmetry seen in the experiment.
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Chapter 3

MODEL-BASED STATE ESTIMATION IN REAL TIME

The model alone has intrinsic merit for its ability to simulate and reproduce

behaviors evident in the physical system, but the best potential application for the

model is for use in a feedback controller. However, out-of-the-box, the model performs

poorly in the absence of at least a force/position measurement at the input and output.

If one is missing altogether, the system is underdefined during mass-motion (And

only one mobile segment can be studied during partial motion, not both) making

solving for arbitrary states impossible. If a measurement is noisy, the model is prone

to chattering at the onset of motion, as shown by a toy model in Fig. 3.1. In practice,

the consequences of noisy measurements are worse, since each segment of the cable is
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Figure 3.1: A toy model where motion of the cable is started or stopped based off a
sensor reading. While the true system (blue) stops and starts only once
(blue circles), a moderately noisy sensor (orange) causes the toy model
to change motion 8 times (black arrows).
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free to stick and slip as an individual unit with its own frictional forces. While a low-

pass filter can mitigate this, it will not remove the effect entirely without introducing

substantial delay.

State measurements are easy to obtain with high precision at the input; a motor

typically can sense its torque output and position. Conversely, they may not be avail-

able at the output in a wearable system due to space and weight constraints. For these

practical applications, we need to look at cases where the physical system employs

sub-optimal sensing strategies, and integrate these measurements with our model to

provide robust state estimates usable by a controller.

3.1 Kalman Filtering

A common means to use a dynamic model as a state observer for a feedback

controller (e.g. full-state feedback) is to wrap it in a Kalman filter. Kalman filtering

is a technique to integrate model predictions with sensor measurements to generate

estimates of states alongside model-filtered values for the available sensors.

A common use case for the Kalman filter is to correct for model inaccuracies that

would cause outputs to drift away from the true state over time. The classic example for

this scenario is dead reckoning of an object’s position based on motor commands being

integrated with a relatively noisy GPS sensor. In this case, integration of the sensor

measurement can be performed using a model-based estimate provided by a Kalman

filter, and is able to prevent nonphysical drift in the position estimate inherent to

dead reckoning methods. The Kalman filter avoids introducing large amounts of noise

inherent to the GPS sensor and discontinuities that might occur from other methods

of preventing drift, like a bump switch at a known position that instantly resets the

position of the object when activated.

In a typical application, filtering has two stages: prediction, and update. The

prediction stage uses the previously estimated state (or an initial guess) and the known

input signal to form an a-priori guess of what the next state should be, and based on

past sensor performance, a new estimate for noise in the model. After measurement,
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the update stage can take place. Here, the sensor readings are integrated, and a new

estimate for the state is provided considering both model and sensor readings. The

process is repeated at the next iteration with the same sequence of prediction and

update.

To utilize the Kalman filter, it is necessary to put dynamic equations into a

discrete-time matrix form. If the system can be represented in time-invariant state-

space form,

ẋ(t) = Ax(t) +Bu(t) (3.1)

then the state-transition matrix for discrete timestep ∆t can be given by F = exp(A∆t)

such that the zero-input response of the system is given by x(t+∆t) = Fx(t). A similar

matrix B′ can be calculated for the zero-state response, given by the integral∫ dt

0

e−AτBu(τ) dτ (3.2)

The prediction stage at iteration k starts by generating an a-priori estimate of

the state, by using F , the state-transition matrix, and our last known state x̂k−1|k−1,

to form the predicted zero-input response. By adding the predicted zero-state response

from the commanded input u, we find

x̂k|k−1 = Fx̂k−1|k−1 +B′u (3.3)

An a-priori estimate of the covariance matrix P(k|k−1), which is used as an au-

tomatically updating weighting factor between all available sensors and the models

predictions. At this stage, some uncertainty Q is also factored into the covariance to

prevent the filter from ’locking in’ on a single source of information. The update law

is given by

Pk|k−1 = FPk−1|k−1F
−1 +Q (3.4)

After making the model-based prediction, a sensor measurement zk is taken.

However, our prediction also provides an estimate of what the sensors should have

measured, through the observation matrix H. At this update step, we also maintain
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a measurement covariance matrix S with its respective measurement noise R. We

therefore calculate the difference between expected and actual measurement, ỹ,

ỹk = zk −Hx̂k|k−1 (3.5)

and update the measurement covariance,

Sk = HPk|k−1H
T +R (3.6)

The key step is then to calculate the Kalman gain, K, which is used to incor-

porate the error between model and measurement to drive the state estimate, given by

Kk = Pk|k−1H
TSk (3.7)

x̂k|k = x̂k|k−1 +Kkỹk (3.8)

This updated state estimate can be used in real-time by the controller at this

point, but there is still one required step: updating the model covariance P,

Pk|k = (I −KkHk)Pk|k−1(I −KkHk)
T +KkRK

T
k (3.9)

and if desired, calculating a a-posteriori measurement residual, which can be used to

monitor accuracy of measurements,

ỹk|k = zk −Hx̂k|k (3.10)

In its basic formulation, the Kalman filter only functions on linear systems. A

straightforward modification to the system, the Extended Kalman filter, allows for the

use of nonlinear systems by linearizing the nonlinear state transition function about the

current state estimate by taking the Jacobian, and using the resulting approximated

state transition matrix for update calculations, although the full equations can be

used during the prediction step since it doesn’t rely on multiplication with covariance

matrices. The same process can be applied to the observation equations as needed. If
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the dynamics are well conditioned with continuous first derivative (and preferably with

low magnitudes in higher order derivatives), and the update frequency of the filter is

fast enough that changes to the operating point iteration to iteration are small, this

provides a sufficient approximation for the filter to remain effective.

Our first efforts at using this model as an observer were based on the premise of

Kalman filtering. Since the system is nonlinear, a traditional linear Kalman filtering

approach is unsuitable. However, our solution method produces an equivalent linear

system, which we sought to use for filtering. While linearizing a system for use in a

KF is a standard approach (called the Extended Kalman Filter or EKF, which will be

discussed in the next section), the linearization method used by our solver is dissimilar

to the typical method, so we call this method the E*KF. In this method, the full

model is run to generate the a-priori state estimate, and the correct linear matrices are

extracted for the covariance prediction and update steps.

Since our solver generates systems of the form

A~x = ~B (3.11)

where

~B =


~0

Measurement 1

Measurement 2

 (3.12)

we must adjust to the form expected by the filter, x[t] = Fx[t−1] + Bu[t−1]. Since we

previously used our linear matrix to acquire a solution, we know it is of full rank, and

therefore invertible by the invertible matrix theorem, so we can write

A~x = ~B

A−1A~x =A−1 ~B

~x =A−1 ~B

(3.13)
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However, an issue is immediately apparent. A−1 ~B represents the second half of

the filter update equation for input, and no term appears in the previous state. If we

force it into that format, we find that

x[t] = [0]x[t−1] + A−1 ~B[t−1] (3.14)

Since the state transition matrix F is a matrix of zeros, most of the Kalman filter

equations break down. Clearly, covariance updates are impossible, since not only is the

previous covariance discarded by front multiplication by a zero matrix, F is not invert-

ible. Upon careful consideration, it makes sense that this approach is non-functional,

since the model equations become purely algebraic under our linearizion. Therefore,

the next logical thing to try is to undo the step that cost us our state dependence, and

try a traditional EKF.

3.1.1 Conventional Extended Kalman Filter

The standard extended Kalman filter relies on computing the Jacobian of the

system equations about the current operating point to perform the update steps after

using the nonlinear system to perform the prediction. To consider the feasibility of

this approach, let us consider a 3 node, 2 segment cable. We can present a simplified

version of the system of equations, rolling together all constants into ci and di, to give

us

T1 = measured = K1

T2 = T1 ∗ exp(c1sign(v1))

T3 = T2 ∗ exp(c2sign(v2))

u1 = measured = K2

u2 = u1 + d1 ∗ (exp(c1sign(v1))− 1)

u3 = u2 + d2 ∗ (exp(c2sign(v2))− 1)

(3.15)

We also have to define the velocities. Let us assume that we have unit timestep,

then ideally we use our previous choice of

vi =
1

2
((uti − ut−1i ) + (uti+1 − ut−1i+1)) (3.16)
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but for estimation, we could relax this to the incorrect1

vi = uti − ut−1i (3.17)

First, let’s use the correct velocity formula. If we label the individual equations

from 3.15 as e1 through e6 in order, we can attempt to solve symbolically in MATLAB

for the state variables using the Symbolic toolbox.

1 eqnset = solve([e1;e2;e3;e4;e5;e6],[t1 t2 t3 u1 u2 u3]);

Unfortunately, MATLAB correctly reports that this system has no closed-form solution.

Let us try instead the incorrect velocity definition given in 3.17, and again seek out a

symbolic solution. This time, we find closed-form solutions of the form

T2 = K1 · exp(c1 ∗ sign(K2 − ut−11 ))

u2 = K2 + d1
(
exp(c1sign(K2 − ut−11 ))− 1

) (3.18)

Neglecting higher-indexed equations for the moment, we know that for use in an EKF,

we require the Jacobian of these equations with respect to the state variables. We

recognize that the only nonzero term for the Jacobian of the two provided equations is

in u1, and the corresponding partial derivatives are given by

∂T t1
∂ut−11

= −2c1 ·K1 · δ(K1 − ut−11 ) exp(c1sign(K2 − ut−11 ))

∂ut1
∂ut−11

= −2c1d1δ(K1 − ut−11 ) exp(c1sign(K2 − ut−11 ))

(3.19)

where δ is the Dirac delta function,

δ(x) =

0 x 6= 0

1 x = 0

(3.20)

1 Recall from earlier, taking a node velocity to be the velocity of its adjacent segment
can cause model nonpassivity. However, we’re not worried if we make small errors in
estimation, and can consider this as a possibility if the errors it causes would prove to
be small.
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The argument to this Delta function is the velocity of the first node. Thus, this

Jacobian is only nonzero when node 1 is stationary, a condition where the calculation

is uninteresting since stationary nodes cannot transmit motion or force. This pattern

continues through all elements of the Jacobian in all state variables, meaning that the

linearized F matrix is the same as found before, identically [0].

It is apparent that the delta function arises from the sign function, since

d

dx
sign(x) =

0 x 6= 0

2δ(0) x = 0

(3.21)

Let us take an approach common in friction estimation, substituting sign(x) by a

continuous approximation, tanh (Kx) with K chosen appropriately such that approx-

imation error is small over the domain of possible x values. We could repeat the

previous calculation, but would discover a similar result, F ≈ [0] with variations from

zero strictly a consequence of the approximation error between sign and tanh. Instead,

let’s try to use this approximation to allow use of the proper velocity estimate (Eqn.

3.16). While this does not provide a closed-form solution, we can take a Taylor series

approximation2.

We ask MATLAB to use the new equations (as shown below) with the correct

velocity expression, a tanh approximation for the sign function, and taking a fifth order

Taylor series,

1 e1 = t2 == t1 * taylor(exp(c1*tanh(k*v1)),u2,'Order ' ,5);

then carry the solution through to a Jacobian matrix. Due to the high order Taylor

expansion taken in the name of numerical accuracy, the number of terms in the output

is immense and will not be transcribed here. However, a plot of one element (Fig.

3.2) shows that we find no meaningful relationship, and (with the exception places

where double-precision isn’t enough to avoid divide-by-zero problems) the derivative

2 Which was not possible previously, the Taylor series expansion of the sign function
doesn’t exist.
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is identically zero except in a region around where the velocity would be, again, zero.

In practice, the ’peak’ would be about 1000 times narrower, here k has been set such

that 1 m/s is the cutoff for ’slow’ velocities.

To confirm that this low-velocity effect is solely an effect of the tanh approxima-

tion, we can compare similar plots for the poor velocity approximation, as in Fig. 3.3.

From these plots, we observe that the use of sign instead of tanh is the only source of

the apparent ’effect.’ At this stage, we must conclude that a Kalman filtering approach

is unsuitable for this model, and seek other methods to utilize the model in a controller.

3.2 Redundant Sensor Fusion

Recently, the viability of utilizing a carbon nanotube based coating as an axial

strain sensor has been demonstrated[60]. In theory, several coated segments could

be located along the cable to give extra measurements of cable tension. However,

the noise properties and error inherent to this type of sensor mean that high-level

processing is needed to estimate cable tension. Additionally, the difference in location

of the sensors means they cannot be directly compared, but first need to be subjected

to a transformation so that they present the same information. As a result, difficult

signal analysis is needed to parse this information into a usable format.
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Figure 3.2: Jacobian linearization of the tanh approximation of sign to the first 5
terms of a Taylor series. There is no dependence on the previous state
at any nonzero velocity, making this unsuitable for Kalman filtering.
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Figure 3.3: When trying to linearize the system using single-ended velocity approxi-
mations, there still remains no dependence of previous states on the new
state at any nonzero velocity. Artifacts in (b) stem from approximat-
ing the sign(x) function by tanh(x), and do not represent the system
dynamics.

3.2.1 Direction of Motion Known

Initially, let us assume that we have one ‘reliable’ tension sensor that can cor-

rectly assign the directions of motion in the cable. Once the model has selected the

correct assumption for values of the sign functions, our algebraic equations can be

solved given any measurement of position and tension. Assuming also that we have a

high-resolution encoder available in the system, we can obtain a state estimate x̂i for

each measurement of cable tension available. This property makes comparison of the

multiple measurements relatively straightforward. When we assume one noisy sensor

at each of 11 nodes in a representative cable, Fig. 3.4 demonstrates the values of x̂i

obtained at a representative time instant through this method, where we have assumed

each tension sensor is contaminated by white gaussian noise. If we assume that the

output tension is the metric of interest, Fig. 3.5 describes the error in this measurement

as a function of the availability and quality of sensors.

To fuse the measurements together in this case, the minimum-variance unbiased

estimator is exactly the sample mean. If we take the mean of each x̂ at every time
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Figure 3.6: Predicted output by noisy sensors being transformed and averaged by
the model. Predictions are made over the course of an experiment (a)
in which the tension is ramped up and down, and a view zoomed for
detail(b). The estimated signal resembles white gaussian noise about
the true value with no time-domain effects. When motion stops, error is
equal to that of the last moment when the cable was in motion, since an
immobile cable cannot transmit force.

instant in a simulation, we observe that we obtain a very accurate result, even when

neglecting the tensions provided by the accurate sensor3. An example timeseries is

shown in Fig. 3.6.

3.2.2 Direction of Motion Unknown

In practice, we cannot assume that we have a-priori knowledge of the direction

of motion of each cable segment. In this case, each sensor must be allowed to create

its estimate of motion based on the previous time-step’s estimate. We can then seek

a consensus between sensors to choose the true motion direction(s) and last-moving

nodes. An interesting consequence of this new procedure is that sensors are being used

to extrapolate values beyond their own position. Since the model allows bidirectional

motion propagation, these extrapolated values are subject to errors.

3 But not its determination of the sign-assumptions
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Let’s first consider the case of mass motion. As an example, assume we have a

10-segment cable for which tension increases monotonically from the near end (Node

1) to the far end (Node 11) during mass motion. At time t, our measurement from

the tension sensor at Node 6 measures a value significantly lower than the true tension

at Node 6 due to sensor noise. It is possible (if not likely) that the error in this mea-

surement would make the model conclude that due to the friction in the cable, tension

cannot increase monotonically, as friction would overcome the tension difference in the

cable at Node k. In a case where node k is in the interpolated region (k < 6), this

signals the model that it needs to decrease the last-moving node and move away from

mass motion. However, when this occurs in the extrapolated region, k > 6, the model

can conclude that in order to remain in mass motion, the region distal to node k must

be moving in the opposite direction and experiencing a decrease in tension between seg-

ments. An example of this phenomenon is shown in Fig. 3.7. Note that the errors

always occur in the region after the sensor, as predicted.
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Figure 3.7: Predictions about cable tension made by noisy tension sensors. Sensors
located at a given node (colored circles) that report a lower tension than
the true tension (black dots) at a given time instant form a prediction
(colored lines) are subject to an extrapolation error, in which the direc-
tion of motion is incorrect for some nodes beyond the location of the
sensor.

This trend persists across all shapes for the tension profile. While altering the

slope decreases the probability that a large extrapolation error will occur (By increasing
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the tension differential between segments, and thus placing the system further away

from the threshold where motion would cease), the possibility cannot be precluded

entirely. This leads to position-dependent accuracy of the sensor. While it follows

trivially that the sensor at node n is the best predictor of the tension at node n, it is

observed that the RMS prediction error for nodes in the extrapolated region k > n is

significantly worse than for those in the interpolated region. Fig. 3.8 shows this effect

across 4 cable configurations.

In order to proceed in the presence of these erroneous extrapolations, some

decision algorithm (e.g. most common direction) is needed to determine which set of

positions and directions should be used passed forward to the next iteration. However,

using only the agreeing systems would introduce a bias to the estimation process – the

poor extrapolations are systematically from measurements that are significantly above

or below (depending on the direction of motion) the true value, such that directly

excluding them would bias the measurement to be less or greater than the true value,

respectively. To unbias the estimation, once consensus is reached, the linear solution

matrix A is generated and is held constant across all sensors, and each sensor calculates

the output tension based on this same matrix.

In partial motion, there’s the additional problem of deciding what nodes are

in motion and which are not. Our model holds invariant that nodes tension can only

change if they are in motion. Since each sensor is noisy and its value will change it-

eration to iteration, it will at least believe itself to be in motion. However, during

partial motion, we only need a single sensor in each mobile segment to solve the sys-

tem since the first stationary node provides a boundary condition. On the segment

proximal to the motor, the system will always have a high-quality encoder and can

trust its measurements to accurately describe the propagation of motion through that

half of the cable. Distally, however, we cannot assume we have a sensor with sufficient

noise characteristics to solve for motion propagation alone. Instead, we must trust a

consensus of low-quality sensors. For this analysis, each sensor in the segments known

to be mobile from the previous time instant is considered to solve for motion, and a
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(b) Large monotonic decrease in tension
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(c) Maximum tension at mid-cable
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(d) Minimum tension at mid-cable

Figure 3.8: Under each possible movement condition, a cable was simulated with a
sensor at each node. These plots report the RMS error in the estimate
formed by a sensor at a given location at each other location in the cable.
Extrapolation error, where the sensor is located proximally to the node
of interest, is worse due to errors in estimating the direction of motion
beyond the last available measurement.

consensus function (such as the median last-moving-node4 determines how many nodes

should be considered to be in motion at the current time.

4 We elect the median instead of the mean-the mean would over-weight sensors who
determine that the cable should stop due to noise. Imagine a set of last-moving-nodes
[6, 7, 9, 7, 0, 0, 0] – The mean LMN is 4, which no sensor believes to be the truth, but
the median is 6, and is ensured to be believed by at least one sensor.
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This analysis can begin to provide weights with which to estimate the tension

at every node as a function of all available sensors. However, these relative errors

alone assume that each sensor is of equal quality. In practice, it is likely that each

of these sensors will have different numerical accuracy and worse still, time-varying

noise properties. In preliminary testing, carbon nanotube based sensors applied to the

cable in our test transmission had widely varying noise properties which changed over

time. For this reason, a practical system likely requires a means to estimate the noise

properties, and thus a second weighting term, for each sensor on-line.

One method that has been shown to perform this function is the least-squares

method for calculation of autocovariance matrices[61]. This method provides unbiased

estimates which necessarily converge, and since the solution space is convex, solutions

can be found via a computationally efficient method. By combining this autocovariance

matrix with an error covariance matrix derived from the extrapolation errors in Fig.

3.8, it should be possible to form sufficiently accurate state estimates for use in a

real-time controller.

3.2.3 Online Parameter Estimation

In order to utilize this model, it must be supplied with values or functions that

describe R, the radius of curvature of the cable, µ, the frictional coefficient(s) of the

cable, and K, the longitudinal stiffness of the cable. In all testing done so far, these

quantities were measured or estimated in an offline fashion to obtain the displayed

results. However, were it possible to update these parameters with the system online,

numerical accuracy of the model could be improved, and it might be possible for the

update law to capture systematic differences between the modeled and real dynamics.

Our lab is working on implementing a sensing scheme to measure the bend radius

of the conduit during motion based on fiber-Bragg gratings spaced along the outside

of the conduit. These sensors measure strain optically since deforming the grating has

an effect on the frequency of light waves that are transmitted and reflected by the

grating. An optical interrogator can measure these reflected frequencies, and that can
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be used to calculate the strain in the fiber at the location of the grating. With several

of these in parallel at the same longitudinal cable coordinate but at different angular

coordinates, this strain measurement on the conduit’s surface can be transformed into

a bend radius. Placing several sets of gratings along the cable’s length gives additional

measurements of bend radius, and fitting to a function with enforced continuity of

derivatives allows for estimation of the curvature of the entire cable.

Alternatively, if most of the cable’s path is known (e.g. it’s routed through a

fixed path in an exosuit, and only has variable curvature at the joints), it may be

possible to use other available measurements (e.g. a goniometer reading) to estimate

the entire cable’s path, and thus curvature.

This leaves two parameters, the stiffness Kc and the frictional coefficient(s),

µ. Past efforts at online compensation for friction have involved utilizing well known

rigid-body system dynamics into a extended Kalman based friction estimator (EKBF)

where the friction experienced at a point is treated as a random constant under a

first-order Gauss-Markov formulation. The filter then estimates these constants based

off the error between measured states, and those that would be expected from the

frictionless rigid body dynamics [62]. This approach isn’t feasible for our model, as

we have no dynamics whatsoever not caused by friction itself. Treating friction as a

random variable is akin to ignoring the model entirely. A different approach was used

by Srang and Yamakita [63] where an unscented Kalman filter was used with the model

states defined as the constants within their frictional model itself, a combined Stribeck

and viscous friction model. The Unscented Kalman filter, described in [64], replaces

partial derivatives with the unscented transform which allows for the integration of

model parameters as states which can be tuned by the filter itself to drive toward

convergence. To convince ourselves of the feasibility of any estimation approach, let’s

first convince ourselves that the model shows some behavior which any update law can

observe to adjust parameters.

Recalling Eqn. 2.13, it is beneficial that we have a set of equations involving

frictional coefficient µ but not cable elasticity Kc. The relationship between |∆T | and
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Figure 3.9: As the value of µ used by the sensor fusion model diverges from the correct
value, the slope of extrapolated solutions (thin lines) also diverges from
the slope of a linear fit of sensor measurements (black). This divergence
allows for tuning of µ.

µ is straightforward - as µ increases, so does |∆T |. Therefore, observing a systematic

difference in the slope of the tension-vs-position relationship between measurements

and estimations would suggest that the value of µ needs to be adjusted. This can

be observed in our multiple-sensor model by intentionally setting an incorrect value

for µ, and observing that the slope of estimates diverges both from the slope of the

true system and from that of a linear fit of all sensors. Fig. 3.9 demonstrates this

phenomenon.

It then follows logically to propose an update law for µ based on this discrep-

ancy such that the system is able to adjust its friction coefficient on-the-fly to reflect

changes in frictional forces caused by atmospheric changes, mechanical wear, or other

unmodeled effects. While the update law is implicit if an UKF based approach is

chosen, simpler approaches might suffice. A first effort might consider representing

the value of µd as µd,0 +kµmean ((T1 − TN)extrap − (T1 − TN)fit), or as a similar simple

equation.

In the event that R(x) is unknown or uncertain, the same methodology can be
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applied to the quantity µ/R(x). Since Eqn. 2.13 always contains these two quantities

together as common scalar multiples, we can apply the same principal used for µ alone

to adjust their common value. In this instance, the quantity being estimated varies

with axial displacement along the conduit x, such that the slope error used for fitting

will also vary as x. This necessitates a higher-order polynomial (or different functional

form altogether) be used for fitting of measured data, and calculation of the slope error

used in the update law.

Given the array of sensors anticipated in a system contains only one encoder,

there exists less opportunity to adjust Kc, since its role in the model is to adjust the

stretch of the cable in response to tension, as opposed to any singular position. Since

we assume only one encoder, at the input, we typically don’t have a measurement of

the change in the cable’s length that isn’t produced by the model itself. However, if

we restrict estimation of Kc to periods of partial motion, where we assume the node

beyond the last moving node is stationary and its position known, then our single

encoder is sufficient to measure cable stretch. By observing discrepancies between the

expected location of the input5 as predicted by the available tension sensors in the

partially-moving segment and the measured value, it should be possible to adjust our

estimate of Kc so as to drive these quantities toward convergence.

This adjustment would most likely need to be performed deliberately during

periods where the output is expected to be stationary and not experiencing any torque

(in pull-pull configuration), since the objective of any controller based on this model

would be, in part, to bypass partial motion as quickly as possible to avoid a phase lag

in tracking of the desired output due to static friction.

5 And only the input – it’s not safe to assume our system has an encoder at the output
to compare against, even though the mathematical system has symmetry here. Weight
and size constraints will limit the availability of sensors at the output.
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Chapter 4

CONTROLLER DESIGN

Now that we have a dynamic model with desirable properties specific to our
use for cable-conduit transmissions, the next practical step is to begin considering the
implementation of controllers that use information obtainable with such a model in
real-time. There are two modes in which we would like to use the model to ensure
desirable system performance:

� To overcome static friction quickly and prevent backlash

� To ensure consistent tracking of desired output tensions during motion

4.1 Stiction Compensation

When beginning motion, it is desirable to compensate for stiction in the sys-

tem that leads both to initial tracking errors and delay, which in haptic applications

can amount to a noticeable distortion of the intended simulated environment. In the

absence of a model, a feedback scheme with an integrator will eventually overcome

the stiction, but this only addresses the tracking issue–integral control takes time to

converge, and while increasing the control gain can decrease this delay, it also tends

to introduce undesirable behaviors like oscillations in the feedback variable prior to

convergence.

Here, the model can act as an observer for the unmeasurable state that describes

what sections of the cable are in motion having overcome static friction, and where

frictional forces are still too great to overcome. We can also use the model to estimate

how much tension is needed to overcome the friction in those segments which are still

stationary by considering Eq. 2.17.

We can therefore describe a static friction compensation scheme as follows:
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Listing 4.1: Static friction compensation logic

1 If LMNs not coincident:

2 Calculate an input torque such that Eq. 2.7

3 satisfied for all non -moving nodes

4 Add required tension to the actuator control signal

4.2 Dynamic Friction Compensation

As previously discussed, existing systems using cable conduit transmissions rely

on having a high-precision sensing element located at the distal end for feedback control.

However, it would be preferable to avoid requiring this sensor, since its inclusion may

be impractical for wearable applications. In Chapter 3, an application was discussed

in which the model is able to resolve redundant noisy state measurements to a single

measurement of the output with improved noise characteristics. This alone is invaluable

for a control system, where the model supplied measurement can supply a simple linear

controller with an improved or otherwise unavailable measurement.
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Figure 4.1: A linear controller for a cable-conduit system which utilizes the model to
resolve available noisy measurements of cable tension into an estimate of
the state of interest, output tension, for feedback.
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We can also derive beneficial behavior in the single-sensor case by utilizing the

model in a disturbance observer [65], as shown in Fig. 4.2. The disturbance observer

formulation uses the measured states to back-predict the system input as a means to

estimate disturbances to the system in the presence of sensor noise. This disturbance

prediction is combined with the reference tracking controller’s input to compensate for

the disturbance while maintaining tracking performance.

Despite relying on measurements to function, this model is suitable for this use

due to the assured extra measurement at the motor input to the transmission. A typical

application would supply torque commands to the motor, but the presented model

will typically utilize the motor’s position sensing capabilities to provide the required

measurement of at least one node’s position. After model solution, the calculated

motor torque will show a discrepancy with the applied motor torque and provide a

disturbance estimate. With model parameters set accurately, this can be used to

estimate disturbances in the system.

In the disturbance observer framework, a lowpass filter is typically included to

work around issues stemming from the inverse model’s transfer function being non-

causal. While our model doesn’t have a causality issue (nor can it be expressed as a

transfer function), it is likely that the lowpass filter remains beneficial for rejection of

high frequency sensor noise.
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Figure 4.2: A disturbance observer utilizing the model in an inverse capacity to
estimate the supplied input from measured outputs. The discrepancy
between estimated and applied inputs allows for estimation, and com-
pensation, of disturbance D affecting the system.
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The last straightforward form we can consider this model for use in is a feed-

forward friction compensation scheme. Given our reference input, we calculate how

much tension would be lost to friction across the transmission, and adjust accordingly.

Unlike other feed-forward compensation schemes, we must resolve the friction recur-

sively since Fµ ∝ T , our frictional losses change as we change input tension. By the

form of the tension equations from 2.13, this relationship is Tout = C(t)Tin. By tak-

ing C−1, we can calculate what tension needs to be applied at the input to create the

desired output tension.

Unlike typical feed-forward friction compensations, which express frictional losses

in terms of a state (e.g. velocity) known a-priori at a given time, our model has fric-

tional losses proportional to the input variable. This manifests itself in multiplication

of the control signal instead of addition to the control signal. For compatibility with

other control schemes, it may be beneficial to express this as u = xref +xref · ( TinTout
− 1)

instead of u = xref · TinTout
as diagrammed in Fig. 4.3 so that other controllers can interact

with the feed-through component.

By utilizing one or more of these in conjunction with a high-level controller

designed to produce a desired virtual environment, it should be possible to compensate

for a large portion of the transmission dynamics and improve system performance to a

level not possible for model-free control schemes. The following section of this chapter
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Figure 4.3: Feed-forward friction compensation based on the model. Here, we supply
the model with the system configuration only and solve for the relation-
ship between tension at the first and last nodes. This relationship is
used to transform the desired output tension into an input tension to be
applied.
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reports on the implementation of these controllers in our simulation environment, and

present a comparison of the results achieved via these controllers.

4.3 Simulated Controller

4.3.1 Simulation 1: One Cable

As an initial verification of the capability of the model to function in a controller,

a control system was simulated for a single cable where the control objective is to

display an oscillatory tension to a mobile position source at the output. We compare

3 different control systems:

� No friction compensation (Feed-forward only)

� Model-free linear feedback controller

� Model-based feedforward friction compensation

by simulating a single, 10 segment cable with a mobile position source at the out-

put. The control objective is to display a tension at the output that increases with

time, and a slope that varies sinusoidally. Pure model-free feed-forward, feedback,

and hybrid feed-forward/feedback controllers are compared to a model-based feed-

forward/feedback controller. Feedback gains (Kp = 1, Ki = 2) were constant across all

controllers; Kp was chosen to respect passivity limits, and Ki was selected to compro-

mise between model performance and feasibility for use in a physical system without

causing oscillations. To demonstrate the robustness of potential control schemes against

modeling errors, two error cases are simulated – one where the model has a constant

scaling error in the amount of friction, to simulate the effect of errors in parameter

estimation; and another where the error in the model varies with time, to simulate the

effects of an unmodeled dynamic effect.

Fig. 4.4 shows the result of the simulation. As would be expected, the worst

performing controller is to merely supply the desired output tension to the input and

ignore all frictional effects. A linear PI feedback controller in cable tension performs

substantially better as the integral action takes up compensation of a bulk of the
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Figure 4.4: Performance of six control schemes at tracking a desired tension profile
while the output is in motion. The first three controllers do not utilize
the model, and show, in general, worse tracking performance than the
model-based controller, even when simulated modeling errors are present.
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Figure 4.5: A zoomed view of Fig. 4.4 shows that model-free control approaches
always lag at the output. The phase of the time-varying error model
swings back and forth as the error changes signs. Constant error and
error-less model-based controllers are in-phase with the desired output.

friction. However, with a unitary proportional gain Kp and an integral gain of 2,

selected such that a physical system using these control parameters would display

stable behavior in the presence of noise (and the same gains were used across all

feedback controllers), the controller can’t keep up with the periodic fluctuations in the

desired output, and the output lags the input substantially, as shown in Fig. 4.5. When

the feedback action is combined with a feed-forward action, tracking performance is

improved by an order of magnitude, and the lag substantially reduced. However, there

is still an initial transient where tracking error is as high as 10% as the integrator takes

time to ramp up.

The model-based controller resolves this and tracks the output nearly perfectly

from controller initialization throughout the entire time period. While a feedback

controller exists in parallel, for this test the model matches the plant exactly and the

magnitude of the feedback action is orders of magnitude smaller than the feed-forward
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Figure 4.6: Tracking performance of various controllers at time of controller initial-
ization. Since the simulations contain no inertia, controller oscillations
settle within milliseconds. In practice, this behavior would need to be
considered when selecting controller gains. Note: Here both model error
curves are shown with 10% parameter error to avoid overlap

action in the absence of sensor noise, model inaccuracy, and actuator dynamics. In fact,

the only cause of error is the one sample delay between virtual sensor measurement

and application of control to resolve causality in the simulation. When a 3% parameter

estimation error is introduced (Green curve in Fig. 4.4), there is an initial error which is

quickly taken up by the integrator, resulting in a tracking error an order of magnitude

better than the best model-free controller.

The last scenario considered was to introduce a time-varying model error. The

specific time variation introduced is a cosine with a period of 3π seconds and an ampli-

tude equal to the 3% used in the constant error case. While this specific time variation

is unlikely to be observed in a physical system, it is used here to simulate some model

inaccuracy that varies continuously as the system’s state changes. In this case, we gain

the benefit of good behavior at controller initialization without compromising tracking

performance throughout.
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An important note about these simulations is that there are no inertias present,

since the input is an actuator modeled as an ideal force source, and the output is a

person modeled as an ideal position source. This makes it such that in simulation,

controller overshoots are reversed in a single timestep. While these are present here,

they are observed only in the first several time steps (Fig. 4.6) as they quickly settle

in the absence of inertia. In practice, this would present an additional consideration

in constructing the controller.

4.3.2 Simulation 2: Two Cables

As a second test, we compare a model-based controller for dynamic friction to a

model-free controller in a set of two cables in pull-pull configuration. Here, the radii of

input and output pulleys are the same, 10cm, such that the ratio of the transmission

is 1:1. The control objective is to display a virtual spring with a stiffness of 1 Nm/ra-

dian. The wearer is a position source who moves at constant velocity to an angular

deflection of 1.5 radians over 15 seconds, then back to no deflection at 30 seconds.

Neither controller has any mechanism for compensation of static friction so that the

tracking error during motion can be compared without any confounder factors from

stiction compensation. Both controllers utilize the same feedback gains as in the first

simulation.

Fig. 4.7 shows the time-domain results for tracking performance. In the absence

of stiction compensation, both controllers show comparable performance at motion

onset and direction change; however the model-free controller lags the desired trajectory

during the entirety of motion, similar to what was seen in the single cable case.

If we instead look in the spring (Torque-angle) domain, as in Fig. 4.8, we

observe that the model-based controller renders the spring almost perfectly during

most of motion, displaying a small backlash when motion changes due to the lack of

compensation, while backlash persists through the entirety of motion for the model

free controller.
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Figure 4.7: Results of a simulation where torque at the input was controlled to display
a spring at the output. While neither controller is equipped with static
friction compensation, the tracking performance of the model-based con-
troller is far superior to the model-free controller, with no lag or steady
state error.

While there is additional work to be done in developing a full controller that

includes stiction and disturbance compensation, as well as other features such as those

discussed in Chapter 3, these simulations serve as proof-of-concept that the presented

model can be integrated into a controller to improve tracking performance at the output

of a physical system.
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domain. Since the desired virtual environment is a spring, the relation-
ship would ideally be linear. While both curves stray from the ideal
curve when motion changes direction, the model-based controller lies on
the curve during motion, while the model-free controller displays a con-
stant offset.
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Chapter 5

DISCUSSION

5.1 Summary of Contributions

This thesis has developed and presented a new model formulation for the study

of systems incorporating cable-conduit transmissions. The model was derived directly

from mechanical properties of the system, and extends modeling efforts made in pre-

vious works by Agrawal [59, 58]. A specific implementation of this model for a typical

application was made and validated against a physical system purpose-built for com-

parison. A novel methodology for solution of the nonlinear system equations was

proven and employed to enable computationally efficient use of this model for use in

a controller. Avenues for use in state estimation were explored, and while traditional

methods, like Kalman filtering, don’t work given the algebraic nature of the model,

a use case for fusing many unreliable tension sensors into a consistent state estimate

was formulated. Methods for parameter estimation during controller use were also

considered. Lastly, a discussion of possible controllers this model could be used in was

presented alongside simulations of simple controllers in a scenario involving interaction

with an active environment.

In aggregate, this thesis sets the foundations for creation of an observer-based

control scheme for a cable-conduit transmission to be used for human-interacting

robotics. The model developed is sufficiently encompassing that it should be applicable

to ongoing research being performed on the topics of on-line cable curvature sensing

and in-situ cable strain measurements. The presented solver methodology means that

future controller implementations can focus aspects other than the fact that nonlinear

models with no closed-form solution are commonly too slow for real-time use.
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5.1.1 Limitations

The primary limitation of this research is that for the state estimation and

controller work, conclusions are drawn solely from simulation and modeling. In order to

truly verify the usability of the schemes presented, they will need to be implemented in

hardware. Additionally, validation of the model was performed against a single physical

system, and was done primarily to confirm correct behavior of the model moreso than

numerical accuracy. A more robust validation would be performed with an array of

cable/conduit material pairings to vary frictional constants, and would include a more

precise tuning of the underlying frictional model, most likely to a Stribeck curve.

5.2 Research Significance

Cable-conduit transmissions have promise to be the power transmission of choice

as the field of rehabilitation robotics moves toward wearable, autonomous systems.

Their flexibility, low mass, and safety make them well suited for exoskeleton use, where

distal mass is undesirable and the path through which power needs to be transmitted

varies as joint angles change. However, their use introduces a large backlash and

inefficiency to the system as a consequence of friction between cable and conduit. This

makes controlling cable-conduit driven systems a challenge, and poses a substantial

barrier to their wide adoption.

Where previous models were built on the premise of a passive environment, we

have now created a model designed for an arbitrary active environment. This feature

allows for the study of cable-conduit transmissions in human-interacting applications,

revealing phenomena such as partial motion in multiple sections of cable and sharing

of frictional loads during motion that could not be observed were the transmission rep-

resented as a lumped mass. On its own, this model will allow roboticists to determine

the effects that changes in configuration during use will have on the transmission’s

behavior, informing design decisions.

However, for rehabilitation applications, accuracy and reproducibility are paramount

to meet the current demand for robots to increase the dosage of therapy that would
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be conventionally supplied by a therapist. High-fidelity controllers are needed to ac-

complish this, and we have shown that a model-based, real-time controller is not only

feasible despite the nonlinear nature of the model, but that simple model-based con-

trollers outperform model-free controllers in simulation. Future researchers will be

able to adopt these control schemes to allow autonomous exoskeletons to behave like

physical therapists.

Once the clinical footwork for autonomous, wearable human-interacting robots

has been laid by devices that emulate therapists to increase dosage of therapy, ther-

apists and biomechanists alike can focus efforts on developing new high-level control

strategies to improve the walking speed and decrease asymmetry in post-stroke pop-

ulations. With a model-based low level controller on established devices, testing new

controllers requires only implementing the logic for the high-level strategy. Further-

more, human-in-loop optimization strategies will allow for rapid development of assis-

tive controllers by selecting parameters that provide the best outcome measures for a

given individual.

In time, it is probable that a model-based low-level controller will be at the core

of many wearable robotic devices utilizing cable-conduit actuation. By laying a strong

foundation with a model-based controller, this work arms future researchers with a

tool they need to develop lightweight, wearable, autonomous exoskeletons possessing

the requisite ability to accurately apply torques to their wearer.

5.3 Future Work

The existence of this new model leaves a number of new avenues open for re-

search that fell beyond the scope of this Masters’ thesis. While I have attempted to

be thorough in ensuring the model is suitable for a wide range of use cases, it was

unfeasible to implement every possible use case in hardware. Future work might start

out by implementing a cable-bend sensor and including a number of carbon nanotube

based strain sensors to allow the model to adjust on-line to changes in cable path, and

to estimate its own frictional constants.
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The next logical step would be to introduce the self-tuning model into a con-

troller using the paradigms described in Chapter 4. This would require development

of a new bench-top device that can change the cable’s path during use, either auto-

matically for quantitative assessment, or manually for qualitative assessment. This

will reveal the quantitative benefits of using different combinations of model-based

control elements, but will require a large amount of effort in implementing the par-

allelism required to execute both the model solver and control code within the given

time window.

Finally, implementation of an autonomous wearable device would close the loop

on this research, bringing it back onto the theme of developing robot-mediated re-

habilitation paradigms for stroke survivors to improve their mobility, and quality of

life.

5.4 Closing Remarks

It is with eager anticipation to see what the future holds for this work that I

now leave it for the next wave of researchers. Having completed a large subset of the

mathematical and programming legwork in development of this new model, a number

of directions lie wide open for improvement of human-interacting robots. The new

model is versatile and performs well under the circumstances it is designed for. I trust

that the success I have had in development of this dynamic model of cable-conduit

transmissions will translate to improved clinical outcomes for individuals undergoing

physical therapy in the near future.
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Appendix

SEGMENT VELOCITY APPROXIMATION

When they were developing their similar model formulation, Agrawal et. al. [58]

chose to represent the velocity that governs a segment’s friction by the velocity of the

proximal node defining it. Regardless of this decision was made consciously or if it was

never thought about, for their choice of model and constraints it works out to be correct.

Since their friction only cares about sign(u̇), the incorrect magnitude from taking one

node’s velocity to be the velocity of the entire segment is inconsequential, and since

motion propagates monodirectionally with respect to the spring-like environment, there

is no possibility that the sign of the velocity’s segment differs from the velocity of its

proximal node. As the math works out, choosing the distal node would have also

worked mathematically since the partial-motion constraint equation doesn’t need the

sign of velocity either.

However, as the system grows in complexity, this assumption quickly becomes

unusable. The first issue is a straightforward consequence of bi-directional motion

propagation: when motion in different directions can originate from each end of the

cable, it is possible to find that a segment is being tensioned (or de-tensioned) from

both ends. Let’s look at one such case in a toy cable with 5 segments and 6 nodes:

?

Nodes:

Segments:

Figure A.1: Sample cable being pulled from both ends.
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As the cable is being pulled from both ends, we see that determining the velocity

of the segment where motion changes direction is not straightforward given only the

signs of velocity at nodes. In fact, with this information provided, we cannot distinguish

between cases where

� The segment has net motion toward the left

� The segment has net motion toward the right

� The segment is being stretched uniformly and has no net motion

However, it is critical to the passivity of the model that this be determined accurately.

Depending on the value of velocity, the model predicts respectively that

� Frictional forces in the segment are to the right, decreasing tension across the
segment

� Frictional forces in the segment are to the left, increasing tension across the
segment

� Frictional forces in the segment balance out, and the tension at both ends of the
segment is identical

In this example, it is clear that choosing to trust the proximal node exclusively

can lead to errors that end up applying frictional forces in the same direction of

motion for the segment. This would make the frictional model nonpassive, which

not only is incorrect and nonphysical, but unacceptable for use in a controller since it

suggests that there are circumstances under which the model could be made to diverge.

As it turns out, a first-order approximation of taking the average of both nodes

defining the segment is sufficient to ensure velocity selection can’t the model to become

nonpassive. When we assume that curvature radius is constant through a segment1,

1 A required assumption for this to be passive. If R(x) can vary within a segment,
the net frictional force could be opposite the mean velocity under some circumstances
where a large change in the radius would make tension from one end be affected by
friction differently on one side of the segment than the other, given that there exists
the possibility of a stationary segment between the two opposite mobile segments
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the direction of the net frictional force acting on the segment is always the same as the

mean velocity of the segment.

To motivate this, assume a single segment of a cable, whos nodes move with

velocities V1 and V2. Since we take the radius of curvature and frictional coefficient to

be constant over this segment, the magnitude of frictional forces are constant through

the segment. This uniformity enforces that if we were to split this segment in half, to

form two segments, the new middle node would have velocity (V1 + V2)/2. The sign

of this velocity matches the sign of at least one of its neighbors2. Since we assumed

uniformity of the magnitude of friction, let’s call this f , the subsegment of matching

sign has net frictional force of magnitude equal the uniform magnitude integrated over

its entire length. The subsegment has force magnitude equal to the difference between

an integral over a region moving in one direction of length a, and over the remainder

of the subcable moving in the other direction. This results in the inequality∣∣∣∣∣
∫ a

0

f dx+

∫ L/2

a

−f dx

∣∣∣∣∣ <
∣∣∣∣∫ L

L/2

f dx

∣∣∣∣ (A.1)

which states that the sign of the net friction agrees with the sign of the subsegment

agreeing with the mean node. Therefore, assuming the velocity of the segment is that

of the mean of its nodes never results in a frictional force in the true direction of motion.

This becomes even more critical if the underlying frictional model is adjusted

to include a viscous term as discussed near the end of Chapter 2. Clearly getting the

sign wrong is bad when including a viscous term, but simply getting the amplitude

wrong would also lead to numerical inaccuracy. In this case, the inaccuracy would

be systematic, not random, creating an undesirable bias in the model as a result of

trying to improve its accuracy with a more realistic friction model. While the mean

velocity may not be the true bulk velocity of a segment, it is a sufficiently accurate

approximation to make for both ensuring passivity and maximizing numerical accuracy

without increasing computational effort dramatically.

2 The case where this mean is 0 is trivial, one subsegment’s forces cancel the others
exactly, resulting in no net friction–as is computed by a segment velocity of zero.
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