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arrows in the magnetic field plots  [143]. Reuse permission obtained 

from the American Chemical Society. .................................................. 140 
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Light is one of the most important media to transport information. Optical 

metamaterials are artificial materials that are fabricated on the subwavelength scale so 

people can manipulate light-matter interactions in a fascinating way that conventional 

materials are not able to. Optical metamaterials have unique optical properties and 

may find applications in subwavelength imaging, novel waveguiding, thermal 

emission engineering, and biosensing,  

Multilayer hyperbolic metamaterial (HMM) is one kind of optical 

metamaterials that are composed of alternating metal/dielectric layers. They are easy 

to fabricate and have designer properties. Though there are extensive studies about 

HMM in the visible range, the potential of HMM in the infrared remains to be fully 

discovered. To move HMM study to the infrared, we first need to choose suitable 

materials. III-V semiconductors, such as InAs, have been proven to be promising 

plasmonic materials for the infrared. 

This dissertation demonstrates semiconductor HMMs created from various 

material classes: Si:InAs/InAs, Si:InGaAs/InAlAs, and Si:InAs/AlSb. Discontinuity of 

the Brewster angle and negative refraction, two hallmarks of HMM, were observed in 

our materials. Also, the properties of semiconductor HMM are designer by adjusting 

the structure parameters.  

This dissertation also explores the volume plasmon polariton (VPP) modes in 

semiconductor HMMs. VPP modes are modes with large wavevectors and are usually 

not supported by conventional materials. They are the foundation of many proposed 
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applications based on HMMs. Up to five VPP modes were observed in our materials, 

and we found that Si:InAs/AlSb HMM exhibits the best VPP modes among all other 

semiconductor HMMs. 

We also investigated the optimization of the growth of highly Si-doped InAs 

by using bismuth surfactant. We show that the optical properties, electrical properties 

and surface morphology of Si:InAs were significantly improved. The growth window 

of Si:InAs is broadened, making it easier to integrate Si:InAs with other III-V 

semiconductors. 

In the future, III-V semiconductor HMMs will be integrated with other 

semiconductor structures, including quantum wells, quantum dot, and quantum 

cascade laser. Such compound structures will lead to new physical phenomena and 

novel optoelectronic devices with higher efficiency. 
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BACKGROUND OF SEMICONDUCTOR HYPERBOLIC 

METAMATERIALS 

1.1 Introduction to Optical Metamaterials 

In recent years, optical metamaterials, a kind of newly emerging artificial 

materials, have attracted significant attention due to their huge potentials in 

manipulating light-matter interaction [1–5]. Potential applications of optical 

metamaterials include negative refraction [4,6–10], novel waveguiding [11–13], 

subwavelength imaging [14–17], nanoscale light confinement [18,19], spontaneous 

emission enhancement [20–24], and biosensing [25–27].  

Optical metamaterials are electromagnetic metamaterials with engineered 

subwavelength building blocks so people can control the behavior of light, an 

important medium used to transport information. In conventional materials, the 

response to the electromagnetic waves depends on the atoms and the bonds in the 

materials. However, for optical metamaterials, the response is also determined by the 

subwavelength periodic structures (so-called “meta-atom”, Figure 1.1) [2]. The size 

and spacing of these “meta-atoms” are much smaller than the wavelength of the 

incident light, therefore the incident waves can not sense the microscopic structure of 

materials. Instead, the incident light responds to the average properties of the structure. 

Thus, optical metamaterials can have fascinating properties that usually would not be 

Chapter 1 
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observed in constituent material, providing us with unlimited routes to manipulate the 

light in theory [2,3,28–33]. 

 

Figure 1.1: (a) A periodic array of atoms with the radius and inter-atomic spacing of 

each atom being much less than the wavelength of radiation. (b) 

Metamaterials are composed of nano-inclusions called meta-atoms with 

critical dimensions much less than the wavelength of radiation. The 

artificial meta-atoms provide unique electromagnetic responses not seen 

with natural structures [2]. Reprint permission obtained from Nano 

Convergence. 
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Figure 1.2: Photograph of the left-handed metamaterial (LHM) sample. The LHM 

sample consists of square copper split-ring resonators and copper wire 

strips on fiber glass circuit board material. The rings and wires are on 

opposite sides of the boards, and the boards have been cut and assembled 

into an interlocking lattice  [34]. Reprint permission obtained from The 

American Association for the Advancement of Science. 

Among the many exciting properties of optical metamaterials, negative 

refraction index attracts most attention due to its high potential for applications in sub-

diffraction imaging, optical sensing, cloaking, superlens, and novel waveguiding. To 

realize the negative refraction index, the material is required to have simultaneously 

negative permittivity and permeability. Although the existence of such materials was 

first predicted by Veselago in the 1960s [35], it had been a long time for the realization 

of such materials with both negative permittivity, ε, and permeability, μ, in the same 

wavelength ranges. It is relatively easier to find materials with ε < 0 (for example, silver 

and gold in the infrared and visible range), so the critical challenge is to find materials 
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with μ < 0 in the range we are interested in. However, the materials with negative 

refractive index have not been observed in nature due to the limitation imposed by 

natural materials’ unit cells——atom or molecules. Fortunately, the advanced 

fabrication technologies today enable us to construct human-made “meta-atoms” which 

could display magnetic effects different from natural materials. By deliberately 

designing the unit cell (or so-called “meta-atom”) of metamaterials, we can control the 

values of its permittivity, ε, and permeability, μ, to achieve negative refraction index. 

One of the important structures to attain magnetic response is split-ring resonators 

(SRRs) which were first suggested by J.B. Pendry et al. in 1999 [36]. In 2000, D.R. 

Smith et al. first demonstrated such material experimentally [37]. Such structures have 

been used to fabricate optical metamaterials in the microwave, THz, and near-infrared 

range [34,37–44] (see Figure 1.2). 

1.2 Hyperbolic Metamaterials  

The structures described above achieve negative refraction through the 

overlapping of electric and magnetic resonances, resulting in a material with 

simultaneously negative permittivity and permeability. However, such double 

resonances are accompanied by high losses inside the structures which can limit their 

practical applications. Also, it is challenging for existing fabrication technologies to 

scale down the feature size of such devices to achieve shorter wavelength ranges. It 

requires sub-100nm resolution when we deal with optical metamaterials working in 

infrared or visible ranges. To overcome these limitations, hyperbolic 

metamaterials(HMM) were proposed [45,46].  HMMs are subwavelength structures 

that have hyperbolic dispersion. They are easy to fabricate using existing 

nanofabrication technique. HMMs are nonmagnetic (μ=1) and thus do not require 
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double resonances to achieve negative refraction. Instead, HMM creates negative 

refraction through another important optical property: anisotropy (Figure 1.3). As a 

result, HMMs have a low optical loss due to single resonance [2,47,48].  

 

Figure 1.3: Experiment demonstration of negative refraction in HMM [7]. Reprint 

permission obtained from Springer Nature. 

1.2.1 Principle of Hyperbolic Metamaterials 

HMMs are uniaxial materials with extreme anisotropy. The permittivity 

tensors of HMM can be described by the following equation: 
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 𝜀̂ = (

𝜀∥ 0 0

0 𝜀∥ 0

0 0 𝜀⊥

) (Equation 1.1) 

here 𝜀∥ is dielectric constant normal to the anisotropic axis and 𝜀⊥ is parallel to the 

anisotropic axis. For HMM, 𝜀∥ and 𝜀⊥ satisfy 𝜀∥ × 𝜀∥ < 0. For ordinary waves, the 

electric field is in the (y,z) plane (see Figure 1.4). Thus, the propagation of such waves 

will not be affected by anisotropy. The propagation of extraordinary waves with a 

magnetic field in the (y,z) plane will be affected by both  𝜀⊥  and 𝜀∥. 

 

Figure 1.4: The extraordinary TM and ordinary TE waves propagating in a planar 

waveguide with an anisotropic core [46]. Reprint permission obtained 

from Physical Review B.  

If the signs of 𝜀⊥ and 𝜀∥ are in opposition to each other, the isofrequency 

surface of extraordinary waves (TM waves) has a hyperbolic dispersion: 

 
𝑘𝑥

2+𝑘𝑦
2

𝜀∥
+

𝑘𝑧
2

𝜀⊥
= (

𝜔

𝑐
)
2

 (Equation 1.2) 

Here 𝑘𝑥, 𝑘𝑦 and 𝑘𝑧 are wavevector components, 𝜔 is the wave frequency and c is the 

speed of light in free space. There are two types of metamaterials: type I metamaterials 

with 𝜀⊥ < 0 and 𝜀∥ > 0 and type II metamaterials with 𝜀⊥ > 0 and 𝜀∥ < 0. Figure 
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1.5 plots the isofrequency surface of normal isotropic material, type I HMMs and type 

II HMMs.  

 

Figure 1.5:  (a) Normal isotropic materials; (b) Type I HMMs: 𝜀⊥ < 0, 𝜀∥ > 0; (c) 

Type II HMMs: 𝜀⊥ > 0, 𝜀∥ < 0. 

Compared to the closed spherical isofrequency surfaces of isotropic media, the 

unbounded isofrequency surface of HMMs results in the propagation of high-k waves 

which would decay exponentially in isotropic media. These high-k waves are 

important because they carry essential information on the subwavelength structure 

(see Chapter 4 for more details). This property enables the application of HMMs in 

many areas, such as enhanced sensitivity detection, optical sensing, thermal emission 

engineering, and subwavelength imaging. Also, the energy flow exhibits negative 

refraction when light is incident from normal materials to an HMM since energy flow 

has to be normal to the isofrequency surface (see Section 3.6 for more details). Thus, 

the HMM could realize negative refraction with only nonmagnetic materials. In 
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addition, hyperbolic dispersion also leads to a high photonic density of states, which 

can be used for radiative decay engineering. 

1.2.2 Realization of Hyperbolic Metamaterials 

1.2.2.1 Natural Hyperbolic Metamaterials 

Some natural materials exhibit hyperbolic dispersion in their original 

forms [49–53]. In  [54], Leonid V. Alekseyev et al. discuss the realization of negative 

refraction in the THz and far-infrared domains using sapphire, bismuth, and triglycine 

sulfate. Lisa V. Brown demonstrated hyperbolic modes in hexagonal boron 

nitride [53]. Moritz Esslinger et al. found hyperbolic behavior in Be2Se3 and Be2Te3 

in the near-infrared to visible spectrum  [55]. However, these natural materials have 

fixed properties and only exhibit hyperbolic dispersion for a particular 

spectrum [49,50]. Also, the bandwidth of natural HMMs is narrow. For practical 

applications, we need HMMs with a more flexible and broader operational 

wavelength.  

1.2.2.2 Artificial Hyperbolic Metamaterials 

To obtain a hyperbolic dispersion, the permittivity needs to be negative in one 

or two directions while positive in other directions. A structure with a combination of 

metal and dielectric could be the right candidate since metals have negative 

permittivity below plasma frequency and dielectrics have positive permittivity. There 

are two common ways to create artificial HMMs: multilayered metal/dielectric HMMs 

(Figure 1.6 (a)) and nanowire HMMs with metal rods embedded in a dielectric matrix 

(Figure 1.6 (b)). This dissertation will only focus on multilayer HMMs, which are easy 
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to grow using techniques like molecular beam epitaxy and require no additional 

fabrication process except initial growth. 

 

Figure 1.6: (a) Multilayer structure consisting of alternating metallic and dielectric 

layers forming a metal-dielectric superlattice. (b) Nanowire structure 

consisting of metallic nanorods embedded in a dielectric host. In both (a) 

and (b) the constituent components are subwavelength allowing 

characterization with effective medium theory [2]. Reprint permission 

obtained from Nano Convergence. 

We can use the transfer matrix method combined with the effective medium 

theory (EMT) to calculate the permittivity of a multilayer structure [56–59]. The idea 

of EMT is using a single value to describe the macroscopic properties of composite 

materials [60–62]. According to EMT, we can use an effective 𝜀∥ and an effective 𝜀⊥ 

to describe the properties of a multilayer structure when the subwavelength structure is 

much smaller than the incident light (see Figure 3.1). The equations for 𝜀∥ and 𝜀⊥ are 

given by: 

 𝜀∥ =
𝜀𝑚+𝜂𝜀𝑑

1+𝜂
  (Equation 1.3) 

  𝜀⊥ =
1+𝜂
1

𝜀𝑚
+

1

𝜀𝑑

 (Equation 1.4) 
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where 𝜀𝑚 and 𝜀𝑑 are the dielectric constants of the metal and the dielectric, 

respectively. η is the ratio of their thicknesses (η=𝑡𝑑/𝑡𝑚). 

Equation 1.3 and 1.4 can be derived from the boundary conditions: the 

tangential components of the electric field (𝐸∥) and the normal components of the 

electric displacement (𝐷⊥) must be continuous: 

 𝐸∥,𝑚 = 𝐸∥,𝑑 (Equation 1.5) 

 𝐷⊥,𝑚 = 𝐷⊥,𝑑 (Equation 1.6) 

In the parallel direction,  

 𝐷∥,𝑚 = 𝜀𝑚𝐸∥,𝑚 (Equation 1.7) 

 𝐷∥,𝑑 = 𝜀𝑑𝐸∥,𝑑 (Equation 1.8) 

 𝐸∥,𝑚 = 𝐸∥,𝑑 (Equation 1.9) 

The average electric displacement is: 

𝐷∥ = 𝜌𝐷∥,𝑚 + (1 − 𝜌)𝐷∥,𝑑 

              = 𝜌𝜀𝑚𝐸∥,𝑚 + (1 − 𝜌)𝜀𝑑𝐸∥,𝑑 

        = (𝜌𝜀𝑚 + (1 − 𝜌) 𝜀𝑑)𝐸∥ (Equation 1.10) 

Where ρ = 𝑡𝑚 / (𝑡𝑚+𝑡𝑑) = 1 / (η+1). The effective parallel permittivity is: 

 𝜀∥ = 𝜌𝜀𝑚 + (1 − 𝜌)𝜀𝑑 (Equation 1.11) 

In the perpendicular direction, 

 𝐷⊥,𝑚 = 𝜀𝑚𝐸⊥,𝑚 (Equation 1.12) 

 𝐷⊥,𝑑 = 𝜀𝑑𝐸⊥,𝑑 (Equation 1.13) 

 𝐷⊥,𝑚 = 𝐷⊥,𝑑 (Equation 1.14) 

The average electric field is 

 𝐸⊥ = 𝜌𝐸⊥,𝑚 + (1 − 𝜌)𝐸⊥,𝑑 (Equation 1.15) 
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      = 𝜌
𝐷⊥,𝑚

𝜀𝑚
+ (1 − 𝜌)

𝐷⊥,𝑑

𝜀𝑑
 (Equation 1.16) 

The effective perpendicular permittivity is  

 𝜀⊥ =
𝜌

𝜀𝑚
+

1−𝜌

𝜀𝑑
 (Equation 1.17) 

Replacing ρ with 
1

𝜂+1
, we arrive at the Equation 1.4. 

From equation 1.3 and 1.4 we can see that by adjusting the η and choosing the 

appropriate materials, we can create HMMs working on a wide range of wavelengths. 

At the high-frequency region, traditional metals like silver, gold, and dielectrics like 

SiO2 are good choices due to their low optical losses. However, when we move to 

infrared, these materials are not suitable because of the extremely large negative 

permittivity of the metals and strong absorption resonances of traditional dielectrics. 

Better alternative materials are doped semiconductors (see Section 1.3). 

1.2.3 Applications of Hyperbolic Metamaterials 

HMMs feature unique optical properties and a high photonic density of states. 

These characteristics enable many applications based on HMMs.  

A critical application of HMM is subwavelength imaging [63]. Traditional 

optical microscopes are limited by the diffraction limit, resulting in a resolution 

around half wavelength of the incident light. This is due to the decay of large 

wavevectors that carry fine structural information of objects. As a result, only small 

wavevectors contribute to the final images.  

HMMs surmount the diffraction limit by supporting the propagation of large 

wavevectors. Figure 1.7 (a) and (b) explain the design for using HMM for 

subwavelength imaging. When an object is brought to the near-field of the HMMs, the 

evanescent waves can propagate across the HMM and transmit subwavelength 

information to the other side of HMM. However, in this design, the evanescent waves 
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will still decay outside the HMM (Figure 1.7 (a)). Hyperlens overcome this drawback 

by curving the HMM into a cylindrical structure (Figure 1.7 (b)) [15]. Due to the 

conservation of angular momentum: 

 𝑚 = 𝑘𝜃𝑟 (Equation 1.18) 

the wavevector (𝑘𝜃) will decrease in magnitude when the light travels towards the 

edge of the cylinder, since the increase of radii (r). Zhaowei Liu and Hyesog Lee et al. 

realized this design experimentally in  [64]. 

 

Figure 1.7: Subwavelength imaging with HMMs. (a) Multilayer HMM in the near 

field of an object allows normally evanescent waves to propagate and 

carry subwavelength features across the length of the structure. Inset: 

Point dipole placed in the near field of Type I HMM. The dipole radiates 

into sub-diffraction resonance cones in the HMM structure. The high-k 

waves are still evanescent outside of the multilayer HMM. (b) Hyperlens: 

Cylindrical HMM geometry allows for the tangential component of the 

wavevector times the radius to remain constant. The wavevectors 

decrease in magnitude as the high-k waves move to the edge of the 

structure. If the wavevector magnitudes are reduced sufficiently to allow 

propagation in vacuum, the hyperlens can carry subwavelength features 

to the far-field [2]. Reprint permission obtained from Nano Convergence 
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Another popular application of HMM is spontaneous emission enhancement. 

Spontaneous emission is a quantum effect. When an atom or a molecule is excited to a 

higher energy level state, it may spontaneously return to the ground state or other 

lower states, releasing a photon with energy determined by the difference between 

energy levels. The spontaneous emission rate can be modified by the surrounding 

environment. The Purcell factor describes the ratio between modified and free-space 

emission rates: 

 𝐹𝑝 =
𝐹𝑚𝑜𝑑

𝐹0
=

3𝑄𝜆3

4𝜋2𝑉0
 (Equation 1.19) 

where Q is the quality factor, 𝜆 is the incident light, and 𝑉0 is the effective mode 

volume [65]. The above equation shows that the emission rate could be increased by 

confining light in a small volume (decrease 𝑉0)  [2]. Compared to other photonic 

structures, such as photonic crystals cavities that people used to achieve mode in a 

small volume, HMMs could realize enhanced spontaneous emission in a broader 

spectrum due to its high optical density of states in a continuous spectrum.  As shown 

in Figure 1.8 (d), the calculated Purcell enhancement on a Ag-Si HMM is around six 

times of that on a Ag film at 600nm. The Purcell enhancement could also be 

engineered by changing the metal filling ratio (Figure 1.8 (e)), demonstrating the 

designer properties of HMM [22]. The Purcell effect enhancement has also been 

experimentally demonstrated in many other papers [22,66,67]. The enhancement of 

the Purcell factor could lead to applications in biosensing and efficient emitter devices.   

 Other applications of HMM such as negative refraction, strong coupling, and 

broadband absorption will be discussed in later chapters (Section 3.6, Section 4.1 and 

Section 6.2). 
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Figure 1.8: a,b, Normalized dissipated power spectra (intensity on a logarithmic 

scale) for a dipole perpendicular to and at a distance of d = 10 nm above 

a uniform Ag single layer (a) and a Ag–Si multilayer HMM (b), each 

with the same total thickness of 305 nm. The multilayer has 15 pairs of 

Ag and Si layers (each layer thickness, 10 nm). The color scales indicate 

normalized dissipated power. c,d, Purcell factor for a dipole located d = 

10 nm above the uniform Ag single layer (c) and the Ag–Si multilayer 

HMM (d), as depicted in the insets. The Purcell factor for isotropic 

dipoles (iso, black lines) is averaged from that for the dipoles 

perpendicular (⊥, red lines) and parallel (∥, blue lines) to the surface. 

Corresponding three-dimensional full-wave simulations (open circles) 

agree with theoretical calculations. e, Tunable Purcell enhancement 

across the visible spectra for isotropic dipoles located d = 10 nm above 

the uniform Ag–Si HMMs by adjusting the volumetric filling ratio of the 

metal, P [22]. Reprint permission obtained from Nature Nanotechnology. 
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1.3 Highly Doped Semiconductors as Plasmonic Materials for the Infrared 

1.3.1 Background of Infrared 

Infrared is a technologically important wavelength range for many applications 

such as thermal imaging and optical sensing. The spectral range of infrared varies 

between disciplines and applications. This dissertation will focus on the wavelength 

range between 5μm to 30μm.  

Infrared is home to vibrational absorption spectrums of many molecules. Each 

molecule has a unique absorption spectrum in the infrared, acting as a fingerprint to 

identify these molecules. Infrared spectroscopy is a widely used method to identify 

organic compounds and polymers. The ability to accurately detect these molecules 

makes infrared spectroscopy a powerful tool for various medical, environmental, 

biological, and industrial applications [68,69].  

Thermal radiation from any finite temperature objects also belongs to infrared. 

There are extensive uses of thermal radiation in military and civilian applications.  

One of the most common applications is thermal imaging, which is widely used in 

security surveillance, building flaw detection, equipment maintenance, and crop health 

tracking. There are fundamental advantages of thermal imaging over traditional visible 

imaging solutions. First, they perform well in low-visibility situations. This is 

especially useful for security surveillance where equipment is frequently required to 

work in a dark environment. Second, thermal imaging can detect temperature 

differences. This is important for avoiding catastrophic equipment failure [70,71].  
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Significant efforts have been made to build efficient infrared devices. 

Unfortunately, devices for infrared so far are either of low efficiency or much more 

expensive than those for visible. As discussed in Section 1.2, HMMs provide 

unprecedented opportunities to create new efficient devices due to their unique 

properties. However, to take advantage of HMMs in infrared, we first need to find 

suitable materials.  

Conventional materials such as gold, silver, Si and SiO2, which are used to 

create HMM for visible, are not suitable for infrared. Gold and silver have large 

permittivities in infrared, and it is difficult to find dielectrics with comparable 

permittivities. Si and SiO2 are not ideal either since they have strong absorptions in 

infrared [2]. In addition, the fixed properties of these materials limit their applications. 

In the next section, a new class of materials for infrared will be discussed. 

1.3.2 Highly Doped Semiconductors as Plasmonic Materials 

People have been using traditional metals and dielectrics to create HMMs for 

visible range and have achieved a lot of success [72–75]. In recent years, there is an 

increasing demand to move HMM research into the infrared. Unfortunately, traditional 

metals and dielectrics are not suitable for infrared as stated in Section 1.3.1.   

It has been demonstrated that III-V semiconductors, including InAs and InSb, 

can be used as plasmonic materials for the infrared  [76–81]. These materials have 

small effective mass, high mobilities, and low optical loss. Also, the plasma 

wavelength is designer by changing the doping density. We can use the Drude model 

to describe the optical properties of highly doped semiconductors [78,82]: 

 𝜀(𝜔) = 𝜀𝑠(1 −
𝜔𝑝

2

𝜔2+𝑖𝜔Γ
) (Equation 1.20) 
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 𝜔𝑝
2 =

𝑛𝑒2

𝜀𝑠𝜀0𝑚∗ (Equation 1.21) 

where 𝜀𝑠 is the permittivity at high frequency, 𝜀0 is the permittivity of free space, 𝜔𝑝 

is the plasma frequency, Γ is the scattering rate, 𝑚∗ is the effective mass, n is the free 

carrier concentration. Below the plasma frequency, these semiconductors have 

negative permittivities and thus are good candidates for creating HMMs for infrared. 

 There are several advantages of doped III-V semiconductors over traditional 

metals. First, III-V semiconductors can be epitaxially grown by techniques such as 

molecular beam epitaxy, which offers high crystallinity, precise layer thickness 

control, and accurate doping concentration. Second, the plasma wavelength of III-V 

semiconductors is designer by engineering the doping density. This enables a broader 

working window compared to traditional materials whose properties are fixed.  As 

shown in Figure 1.9 the shortest experimental plasma wavelength of Si:InAs so far is 

5.5μm [9]. Third, doped III-V semiconductors offer potentials to be integrated with 

other cutting-edge III-V semiconductor electronic and optoelectronic devices 

including quantum wells, quantum dot, quantum cascade laser, and type-II superlattice 

infrared photodetectors.  

 The wavelength flexibility along with other advantages of doped III-V 

semiconductors make them excellent candidates for plasmonic materials in infrared, 

opening the door to a wide range of new optical structures including epsilon near zero 

(ENZ) materials and hyperbolic metamaterials [76–78].  
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Figure 1.9: (Color online) Real (a) and imaginary (b) parts of the dielectric function 

for doped InAs films as a function of carrier concentration. All films are 

grown with no buffer layer, a growth rate of 0.75 μm/h, and a thickness 

of 1 μm  [77]. Reprint permission obtained from AIP Publishing. 
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1.4 III-V Semiconductor Hyperbolic Metamaterials for Infrared 

In Section 1.3, the importance of infrared and the potentials of doped III-V 

semiconductors for creating HMMs were discussed. Compared to other traditional 

metal/dielectric HMMs, III-V semiconductor HMM can be fabricated by epitaxial 

growth, enabling precise control over layer thickness, career density, and interface 

smoothness. One primary technique for epitaxial growth is molecular beam epitaxy, 

which allows us to grow semiconductors atomic layer by layer in an ultra-high 

vacuum environment (See Section 2.1 for more details). III-V semiconductors also 

have a lower optical loss in the infrared, which makes them ideal materials for creating 

HMM. 

Until now, only a few papers studied the properties of III-V semiconductor 

HMMs. Here are some of the important ones. Anthony J.Hoffman et al. first 

implemented HMM using In0.53Ga0.47As and Al0.48In0.52As  [7]. They demonstrated 

negative refraction and discontinuity of the Brewster angle, two hallmarks of HMMs. 

The operational wavelength ranges from 8.8μm to around 13μm. Anthony 

J.Hoffman’s group at Notre Dame University also studied the applications of 

InGaAs/InAlAs HMMs as infrared resonators [18,83]. Prashant Shekhar and Zubin 

Jacob theoretically proved the strong coupling between semiconductor hyperbolic 

metamaterials and embedded quantum wells [84]. These papers present some exciting 

experimental results and theoretical studies on semiconductor HMMs. However, the 

potentials of semiconductor HMMs have not been fully discovered compared to other 

HMMs. A more systematic study about semiconductor HMM created from different 

materials is necessary. Besides InGaAs, InAs is also a good candidate for plasmonic 

materials due to its small effective mass and high mobilities (Section 1.3.2). Binary 

materials are also easier to grow compared to ternary materials. The following 
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chapters will cover the study of semiconductor HMMs created from different material 

classes including Si:InAs/InAs, Si:InGaAs/InAlAs and Si:InAs/AlSb. 

1.5 Dissertation Outline 

In this chapter, the concepts of optical metamaterials and HMMs are reviewed. 

HMM is a kind of optical metamaterials with novel optical properties and is easy to 

fabricate. It is important to extend the HMM study to the infrared to create more 

efficient devices. Doped III-V semiconductors are good candidates to create HMMs 

for the infrared due to their remarkable optical and electrical properties. The goal of 

the dissertation is to study the properties of III-V semiconductor HMMs for the 

infrared.  

In Chapter 2, I will briefly introduce the techniques used to grow, fabricate, 

characterize, and simulate semiconductor HMMs. Molecular beam epitaxy is our 

major tool to grow samples. Characterization tools include Fourier transform infrared 

spectroscopy, Hall measurement, scanning electron microscopy, atomic force 

microscopy, optical microscope. COMSOL and nextnano were used to simulate the 

optical and electrical properties of samples. In Chapter 3, single material 

semiconductor HMMs based on InAs will be demonstrated. Reflection and 

transmission properties of samples with different structure parameters were studied by 

FTIR. Two hallmarks of HMM, discontinuity of the Brewster angle and negative 

refraction, were observed in our materials. Chapter 4 focuses on the experimental and 

theoretical study of volume plasmon polaritons of semiconductor HMMs created from 

various material classes including Si:InAs/InAs, Si:InGaAs/InAlAs and InAs/AlSb. 

The properties of VPP were systematically studied and compared between different 

material classes. Chapter 5 will investigate the optimized growth of Si:InAs using 
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bismuth surfactant. The optical properties, electrical properties and surface 

morphology of Si:InAs with various doping concentration and growth conditions will 

be discussed. Chapter 6 will cover the summary of the dissertation and some possible 

future work including strong coupling and rainbow trapping.  
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GROWTH, FABRICATION, MODELING AND CHARACTERIZATION 

TECHNIQUES 

2.1 Molecular Beam Epitaxy 

The samples discussed in this dissertation were all grown by molecular beam 

epitaxy (MBE), an ultra-high vacuum technique allowing us to grow thin films atomic 

layer by layer. It provides us with excellent control over layer thickness as well as 

high crystallinity [85] [86]. MBE is a common technology for the growth of high-

quality single-crystal III-V semiconductors including arsenides (InAs, GaAs, AlAs, 

etc.) [87,88], antimonides (GaSb, AlSb, InSb, etc.) [89] and nitrides (GaN, AlN, 

etc.) [90–92]. It is also widely used for the growth of group IV materials (Si, Ge) [93], 

II-VI topological insulators (Bi2Se3, Bi2Te3, etc.) [94], and semiconductor 

oxides [95,96]. The MBE we used at the University of Delaware is OSEMI NextGEN 

solid source MBE.  

Figure 2.1 is a schematic of an MBE system. Major components of a standard 

MBE system include the substrate heater, effusion cells, water cooling system, 

cryopanels, beam flux monitor, reflection high energy electron diffraction (RHEED) 

system, ion gauges, residual gas analyzer, bandedge thermometry (BET) and pump 

systems (ion pump, cryopump, turbo pump, etc.).  

Before the growth, source materials (As, In, Ga, Al, Sb, etc.) were heated 

separately in effusion cells. Depending on the vapor pressure we desire and the 

Chapter 2 
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distinct properties of each material, some materials could be heated to the liquid phase, 

such as In, Ga, Al, and Bi. Other materials, such as Si and As, are usually heated 

below the melting point for the growth. The As cell has two heating zones. The 

temperature of the sublimation heating zone controls the vapor pressure of As flux. 

We usually keep the sublimation heating zone at 400~410 ℃. The temperature of the 

cracking zone provides either As2 (cracking zone temperature around 850 ℃) or As4 

(cracking zone temperature around 650 ℃). Throughout this dissertation, the samples 

were grown using  As2 with cracking zone temperature kept at 850 ℃. Similar to the 

As cell, the Sb cell also has two heating zones. The cracker zone breaks Sb4 to Sb2. 

We usually keep Sb cracking zone temperature at 910 ℃, 200 ℃ higher than the 

sublimation heating zone. During the growth, we close or open the shutters of different 

effusion cells to control the growth. When we open the shutter, the material vapor 

resides in the corresponding effusion cell will be able to move toward the heated 

substrate and interact with other elements to form the material we want. The chamber 

pressure of the MBE during growth is typically in the range between 1 × 10−10~1 ×

10−7 Torr. Under such an ultra-high vacuum environment, the mean free path of the 

evaporated elements is much larger than the size of the chamber. This guarantees that 

the elements only react with each other to form a film when they reach the substrate.  
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Figure 2.1: Simplified schematic of an MBE system. 

We use multiple tools to optimize and control the growth conditions. First, a 

beam flux monitor (BFM) is used to measure the beam flux of each element. Instead 

of directly measuring the beam flux, the BFM measures the pressure of each element 

with an ionization gauge. We call this pressure as beam equivalent pressure (BEP). 

The BEP helps us control the growth rate since it is linearly proportional to the growth 

rate. Typically, we will grow a series of calibration films with different flux. Then we 

measured their thickness by X-ray diffraction, profilometer, or SEM to confirm the 
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growth rate. For doping elements such as Si and Be, the beam flux is too small to 

measure, so we calibrate the doping density by the temperature of the effusion cell, 

which is exponentially proportional to the doping level. To calibrate the Si cell, we 

grow a series of Si:InAs (or Si:GaAs) at different Si temperatures. Then, the doping 

density of each sample is measured using the Hall effect measurement assuming a 

100% ionization rate.  

Second, the growth temperature is monitored by a band edge thermometer 

(BET) during the growth. The bandgap of a semiconductor is a function of 

temperature T: 

 𝐸𝑔(𝑇) = 𝐸𝑔(0) −
𝛼𝑇2

𝑇+𝛽
 (Equation 2.1) 

Where 𝐸𝑔(0), 𝛼 and 𝛽 are the fitting parameters. The value of 𝐸𝑔(0), 𝛼 and 𝛽 for 

GaAs are 1.519 (eV), 0.541 (meV/K) and 204 (K), respectively. When the incident 

light has energy larger than the bandgap of a semiconductor, it is going to be absorbed 

by the semiconductor. In contrast, when the energy is below the bandgap, the 

semiconductor is transparent to the incident light, as long as there are no other 

absorption mechanisms. The band edge or the absorption edge is defined as the 

transition between the strong absorption at short wavelength (high energy) and the 

weak absorption at long wavelength (low energy) in the transmission spectrum of a 

semiconductor. The band edge of a semiconductor decreases with increasing 

temperature (Equation 2.1).  Thus, by measuring the transmission of the 

semiconductor during the growth, we can monitor the substrate temperature. Since the 

BET directly measures the change of substrate temperature through the band edge, it is 

more accurate than the temperature read by the thermocouple placed near the 
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substrate, where thermocouple measures the temperature of the substrate’s nearby 

environment.  
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Figure 2.2: (a) Surface reconstruction of GaAs in As-rich environment. Due to the 

repulsion between two bonded As atoms, they are not going to be on the 

same surface. Instead, one atom is going to be lower than another，
resulting in a 2×4 reconstruction pattern. (b) GaAs 2× patterns. (c) GaAs 

4× patterns. (b) and (c) were taken by Patrick Sohr at the University of 

Delaware. 
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Third, RHEED is an in situ characterization technique for epitaxial growth. An 

electron gun is used to generate a beam of high energy electrons, which hits the wafer 

surface at a small angle then diffracts off the surface. The diffracted electron beam 

will then strike a phosphorescent RHEED screen, forming a diffraction pattern.  The 

high energy electron diffraction pattern, which can be viewed as the reciprocal lattice 

of surface, provides us with information about the surface structure as well as growth 

quality. For example, the growth of GaAs is terminated by As layer. All the As atoms 

are bond to Ga atoms in all directions except the ones on the surface, resulting in some 

dangling bonds. To lower the surface energy, these surface As atoms choose to bind to 

each other, which is called surface reconstruction (Figure 2.2 (a)).  The bulk crystal 

structure determines the way they reconstruct because the atoms below restrict their 

movement. As a result, the surface reconstruction pattern is also a periodic structure 

and the period is related to the bulk crystal lattice constant. Assuming the period of 

GaAs surface pattern is a before reconstruction, then due to the reconstruction, the 

period of the pattern changes to 2a along [1̅10] direction and 4a in [110], which is 

called 2 × 4 reconstruction (see Figure 2.2 (b) and (c)). When the two As atoms bond 

to each other, the repulsion between them force one to be lower than another, resulting 

in 4a period rather than a. RHEED is also used to detect the growth quality during the 

growth. As we mentioned before, RHEED patterns can be viewed as the reciprocal 

lattice of thin surface layers. The lattice point of a thin layer is stretched in reciprocal 

space due to the shape effect, resulting in streaky lines in RHEED patterns for a 

smooth surface (Figure 2.3 (a)). For a rough surface with small islands on the surface, 

electrons will interact with a 3D lattice rather than a thin layer which is close to a 2D 

plane. In this situation, we will observe spotty patterns on the RHEED screen (Figure 
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2.3 (b)). Also, the oscillation of RHEED intensity can be used to determine the growth 

rate. During layer-by-layer growth, one layer is completed before any other atom is 

added to the next layer, which leads to the periodic change of surface morphology. 

The RHEED intensity is strongest when a single layer is formed completely. Then the 

intensity gradually damps due to the formation of small islands. The period of the 

RHEED intensity oscillation is equal to the time taken to grow a single period of the 

crystal structure.  
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Figure 2.3: (a) Streaky RHEED pattern when the surface is smooth. (b) Spotty 

RHEED pattern when the surface is rough. The Green circle is the 

Ewald’s sphere used to derive the diffraction condition. �⃗�  is the 

wavevector of the incident electron beam. 𝑘′⃗⃗  ⃗ corresponds to the 

wavevector that satisfying diffraction condition.  

Other key advantages of MBE include a slow growth rate and a low impurity 

level. The growth rate of MBE varies from a few nanometers per hour to a few 
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microns per hour, which makes it suitable for the growth of nanoscale structures such 

as quantum dots and quantum wells. MBE also gives us an atomically sharp interface 

which is important for many device applications. The ultra-high vacuum character of 

MBE maintains a low impurity and contaminant level in the chamber, resulting in 

single-crystal films with high purity.  

2.2 Nanofabrication Techniques 

We use various nanofabrication techniques to process our samples. I will 

introduce two primary techniques in this chapter: lithography and e-beam evaporator. 

We conducted these nanofabrication processes at the University of Delaware 

Nanofabrication Facility (UDNF).  

2.2.1 Photolithography and E-beam Lithography 

Lithography is a widely used nanofabrication technique in academic research 

and industry. It is a process used to create patterns on thin films. The general three 

steps of lithography include (see Figure 2.4): 

1. Photoresist (or e-beam resist) spin coating 

2. Exposure 

3. Development  

Photoresists are some polymers sensitive to UV light or electron. The chemical 

structure of the photoresist will change when it is exposed to the UV light or electrons, 

resulting in a structure soluble (positive photoresist) or insoluble (negative photoresist) 

in a certain developer. Photoresists were spin-coated on the clean surface of wafers at 

speed from 2000 rpm to 6000 rpm. Different spin-coating speed results in different 

photoresist thickness. Then the substrate will be baked at a hotplate to move excess 
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photoresist solvent. The exposure process is different for optical lithography and e-

beam lithography. For optical lithography, the intense light will shine through a 

photomask and interact with the photoresist. Thus the pattern on the photomask will 

be transferred to the sample surface. For e-beam lithography, we create patterns by 

some software and the computer will control the movement of the e-beam to write the 

photoresist. The e-beam writer we used at the University of Delaware is Raith 

EBPG5200 with minimum feature size at 7nm. Depending on the types of photoresist, 

a post-exposure bake could be required. Development solutions are usually some 

alkaline solutions that could dissolve photoresist. After exposure, we immerse the 

wafer into the development solution for a certain amount of time (usually 30s to 60s). 

Exposed (unexposed) part of positive (negative) photoresist will dissolve in the 

solution. Then the lithography process is done. Wafer with photoresist patterns is now 

ready for the next nanofabrication step, such as metal deposition, wet etch, dry etch, 

etc.   
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Figure 2.4 Schematic of photolithography and e-beam lithography. 

2.2.2 E-beam Evaporation 

E-beam evaporation is a physical deposition technique conducted in a high-

vacuum environment (1× 10−8 Torr to 1 × 10−6 Torr). Target metal material is 
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evaporated upon the bombardment of electrons with high kinetic energy, coating the 

surface of the wafer as well as the walls of the chamber. The electron beam is 

generated from a charged tungsten filament through thermionic emission, field 

electron emission or other methods. The generated electron beam will then be 

accelerated by a voltage and directed by a magnetic field toward the target material 

(Figure 2.5). The e-beam evaporator we use at the UDNF is a dual e-beam evaporator 

with two six-pocket e-beam sources.  

 

Figure 2.5: Schematic of e-beam evaporation. 
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We used an e-beam evaporator to deposit Ti (15nm) /Au (100nm) thin films on 

photoresist patterned wafers (see Chapter 4). After the deposition, wafers were soaked 

in warm N-Methyl-2-pyrrolidone (NMP) solution to remove excessive photoresist and 

Ti/Au films that rest on the top of the photoresist.  

2.3 Characterization Tools 

We use multiple tools to characterize the optical properties, electronic 

properties and surface morphology of our materials. Fourier transform infrared 

spectroscopy, which will be discussed in Section 2.3.1, is the most important tool we 

used to study the optical properties of our films. Other techniques such as Hall 

measurement, scanning electron microscopy, profilometer, and atomic force 

microscopy were used to characterize the electrical and surface morphology of the 

films. They will be briefly introduced in Section 2.3.2. 

2.3.1 Fourier Transform Infrared Spectroscopy  

We use Fourier transform infrared spectroscopy (FTIR) to collect the reflection 

and transmission spectrum of our samples. The machine we use is a Bruker Vertex 

70V Fourier transform infrared spectrometer. Compared to a dispersive spectrometer, 

FTIR collects signals from samples over a wide spectral range simultaneously, which 

significantly reduces the time required for a measurement. The raw signal requires a 

Fourier transformation to obtain the actual spectrum.  
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Figure 2.6: Diagram of an FTIR 

The major components of an FTIR include an IR source, an interferometer, a 

beam splitter, and a detector. Figure 2.6 is a simplified diagram of how an FTIR 

works. When IR light is incident on the beam splitter, it will be separated into two 

beams. One will be reflected by a stationary mirror, while another will be reflected by 

a moving mirror. The two reflected beams recombine at the beamsplitter, interfering 

with each other. Assuming the fixed and movable mirrors are of the same distance 

from the beamsplitter (zero retardation), then the two beams travel the same distances 

through the same materials. Since there is no phase difference between the two 
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reflected beams, they constructively interfere with each other. Therefore, all light from 

the source reaches the detector with zero retardation, ignoring other losses in the 

whole optical path. If the moving mirror is at a distance λ/4 further (or shorter) than 

the fixed mirror, the optical path difference of the two reflected beams is going to be 

λ/2 (round trip), resulting in destructive interference of the two beams. Similarly, if the 

moving mirror is displaced by λ/2 further (or shorter) than the fixed mirror, the phase 

difference of two reflected beam is going to be 2π (optical path difference is λ), now 

the two beams constructively interfere with each other again. When the moving mirror 

moves at a constant velocity, the signal arriving at the detector varies sinusoidally in 

time for a monochromatic source. If the source emits a certain range of wavelengths, 

we could imagine that the signal intensity is largest at zero retardation since each 

wavelength has a constructive pattern.  

After recombination, the beam will interact with the sample and finally be 

received by a detector. The detector records the signal intensity as a function of 

moving mirror position. We call this raw data an interferogram (Figure 2.7 (a)). It is 

difficult to interpret the interferogram directly, so we transform it into a spectrum as a 

function of frequency. To do this, we apply a Fourier transform to the interferogram: 

 𝑓(𝑣) = ∫ 𝑓(𝑥)𝑒−2𝑖𝜋𝑣𝑥𝑑𝑥
𝑥

−𝑥
 (Equation 2.2) 

Where 𝑓(𝑥) is the signal recorded by the detector which is a function of the moving 

mirror position, 𝑓(𝑣) is the spectrum which is a function of frequency 𝑣. Figure 2.7 

shows an interferogram (Figure 2.7 (a)) and its spectrum (Figure 2.7 (b)) after Fourier 

transformation. From the above equation, we can also deduce that the spectral 

resolution (cm−1) is determined by the travel length of the moving mirror (cm). A 

maximal retardation of 0.25cm corresponds to 4cm−1 spectral resolution.  
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Figure 2.7: (a) Part of an interferogram. (b) Spectrum as a function of wavenumber 
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2.3.2 Other Measurement tools 

2.3.2.1 Hall Measurement 

Room temperature Hall measurement is used to characterize the electrical 

properties of films, providing us with sheet carrier density, mobility, and carrier type. 

The basic physical principle behind the Hall effect is the Lorentz force. When we 

apply a magnetic field perpendicular to the direction of electron flow, the electrons 

will experience a Lorentz force which forces electrons to move to one side of the 

conductor and results in a Hall voltage (See Figure 2.8).  

 

Figure 2.8 Electrons experience Lorentz force induced by the perpendicular 

magnetic field 
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We can get the electrical properties of the conductor by measuring the Hall 

voltage.  We use a custom-built Hall effect system at the University of Delaware. The 

measurements were conducted using the van der Pauw geometry, a common technique 

used to measure the resistivity and Hall effect (see Figure 2.9). To do the Hall 

measurement, we first cut the samples into 1cm×1cm square pieces and put a 

moderate amount of indium metal on the four corners (blue areas in Figure 2.9). Then 

four probes were placed in contact with the indium on the corners. Before the 

measurement, we usually run a contact check to make sure the four probes were in 

good contact with the sample. Resistivity measurements were conducted to determine 

the sheet resistance 𝑅𝑠. Van der Pauw demonstrated that there are two characteristic 

resistances 𝑅𝑎 and 𝑅𝑏 related to the sheet resistance 𝑅𝑠 through van der Pauw 

equations: 

 𝑒
−𝜋𝑅𝐴

𝑅𝑠 + 𝑒
−𝜋𝑅𝐵

𝑅𝑠 = 1 Equation (2.3) 

Here we measure the 𝑅𝐴 by running current from probe A to probe B while 

measuring the voltage between probes C and D. 𝑅𝐴 then can be calculated as follows: 

 𝑅𝐴 =
𝑉𝐶𝐷

𝐼𝐴𝐵
 Equation (2.4) 

Similarly, we can derive 𝑅𝐵 by applying a current through probe B and D then 

measure voltage from probe A to C: 

 𝑅𝐵 =
𝑉𝐴𝐶

𝐼𝐵𝐷
 Equation (2.5) 

The sheet resistance 𝑅𝑠 then can be solved from Equation 2.1. The bulk 

resistance is calculated from the following equation: 

 ρ = 𝑅𝑠𝑡 Equation (2.6) 

Here, t is the thickness of the sample. 
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After the resistivity measurement, we can conduct Hall measurement to 

determine sheet carrier density 𝑛𝑠 and mobility 𝜇. The Hall effect measurement first 

runs a current from probe A to probe B then measures the Hall voltage from probe D 

and C. During the process, a magnetic field is applied in the direction out of the page. 

After measuring multiple Hall voltages at multiple magnetic field strengths, the Hall 

coefficient 𝐻𝐴 can be derived by linearly fitting to the equation: 

 𝐻𝐴 =
𝑉𝐵𝐶

𝐼𝐴𝐷𝐵
 Equation (2.7) 

where B is the magnetic field. Similarly, we can derive 𝐻𝐵 by applying a current 

through B and C then measure Hall voltage between A and C: 

 𝐻𝐵 =
𝑉𝐴𝐷

𝐼𝐵𝐶𝐵
 Equation (2.8) 

The sheet concentration can be calculated as follows: 

 𝑛𝑠 =

−1

𝑞𝐻𝐴
+

−1

𝑞𝐻𝐵

2
 Equation (2.9) 

Where q is the elemental charge. A negative 𝑛𝑠  indicates that electrons are 

majority carrier and a positive 𝑛𝑠 indicates that holes are majority carrier. The bulk 

carrier concentration is: 

 n =
𝑛𝑠

𝑡
 Equation (2.10) 

where t is the sample thickness. The mobility is calculated using the following 

equation: 

 μ =
1

𝑞𝑛𝑠𝜌
 Equation (2.11) 
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Figure 2.9: Schematic of the van der Pauw geometry used for Hall effect 

measurement. Blue triangles in the corners represent contact (Indium), 

while black lines represent the probes. 

As mentioned in Section 2.1, we use Hall measurement to calibrate Si cell flux 

by growing a series of Si:InAs at different Si temperatures and then measure their 

carrier densities. Hall measurement is also a major technique that we used to study the 

electrical properties of Si:InAs samples with bismuth surfactant (Chapter 5). 

2.3.2.2 Scanning Electron Microscopy 

Scanning electron microscopy (SEM) is a type of electron microscope using a 

finely focused electron beam to scan the sample surface. When the electron beam 

interacts with the sample, multiple signals are generated. The most common signal we 

would like to use is the secondary electrons emitted by the atoms. When the beam 
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electrons interact with the electrons within the sample, they are going to repel with 

each other since they are all negatively charged. During the repulsion, the beam 

electrons will be slowed down, and part of the energy will be transferred to the 

electrons in the sample. The strength of the repulsion could be so great that the 

specimen electron could be pushed out of the atom and exit the surface if they still 

have sufficient energy.  These electrons are called secondary electron. The generation 

of the secondary electron is topography sensitive. It reveals the surface morphology of 

the sample. We use SEM to examine the cross-sectional surface of the multilayer 

structure (Chapter 4) as well as the sample surface morphology (Chapter 5). 

2.3.2.3 Atomic Force Microscopy 

Atomic force microscope (AFM) is a type of scanning probe microscope with 

high-resolution below a nanometer. AFM is widely used for detecting the properties of 

the sample surface. AFM has a cantilever with a sharp tip with a radius in the order of 

nanometers. When the sharp tip is in the near-field of the sample surface, the force, 

determined by Hooke’s law, between the tip and sample surface atoms were measured 

through the deflection of the cantilever. As shown in Figure 2.10, a laser is used to 

detect the deflection of the cantilever. The laser is reflected off the back of the 

cantilever and collected by a position detector whose output signal could provide us 

with the deflection of the cantilever. There are two common modes in AFM: tapping 

mode and contact mode. In contact mode, the tip is dragged across the sample surface 

which could cause the surface damage and tip stick to the surface, especially in 

ambient conditions. Tapping mode solves this problem by having tip touch the surface 

only for a short time. During the tapping mode, the cantilever is driven to oscillate up 
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and down near its resonance frequency.  We use the tapping mode to study the sample 

surface features in Chapter 5. 

 

Figure 2.10: Schematic of how an AFM works.  

2.4 Simulation Tools 

2.4.1 COMSOL Multiphysics 

COMSOL Multiphysics is a commercial software using finite element method 

(FEM) to solve a variety of problems in engineering and physics.  

Most processes in engineering and physics can be generalized to partial 

differential equations with specific boundary conditions. These partial differential 

equations could be complicated and challenging to achieve accurate analytic results. 

FEM is a computational method that gives us an approximate solution for these 

equations. The idea of FEM can be simplified as “Divide and Conquer”. FEM breaks 
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down a big object into lots of small finite elements. The calculation for each small 

element is simple. By combining the results from every single element, FEM can 

predict the behavior of the original object.  

We use the wave optics module in COMSOL Multiphysics to study how 

electromagnetic wave interacts with our samples. The module is based on Maxwell’s 

equations: 

 ∇ ∙ 𝐃 = ρ (Equation 2.12) 

 ∇ ∙ 𝐁 = 0 (Equation 2.13) 

 ∇ × 𝐄 = −𝜕𝑡𝐁 (Equation 2.14) 

 ∇ × 𝐇 = 𝐉 + 𝜕𝑡𝐃 (Equation 2.15) 

where E is the electric field, ρ is the electric charge density, D is the electric 

displacement field, B is the magnetic flux density, H is the magnetic field, J is the 

current.  

 Here is the typical simulation workflow to run a simulation in COMSOL: 

1. Set up a model environment.  

2. Create Geometric Objects 

3. Specify Materials properties 

4. Define physics boundary conditions 

5. Create the mesh 

6. Run simulation 

7. Process data 

The model environment we used in COMSOL is a 2D wave optics module in the 

frequency domain. Figure 2.11 (a) shows the geometric object we created for 

simulating the Si:InAs HMMs. The permittivity of air and intrinsic InAs layers are 1 
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and 12.3 respectively. The Si:InAs is described by the built-in Drude Lorentz 

dispersion model, and we need to specify the high-frequency relative permittivity, 

oscillator strength, and the scattering rate. In the model, we define the two sides as 

periodic boundaries (Figure 2.11 (b)). We also specify that the light is going to 

incident from port 1 (Figure 2.11 (b)).  Port 2 is used to calculate the transmission. We 

also need to specify the light properties at each port, such as polarization and incident 

angle, depending on our needs. The next step is to create the mesh. The mesh size 

should be smaller than the thickness of a specific layer. But an extremely small mesh 

size leads to long computation time.  The mesh size we used for our model ranging 

from 5× 10−10 to 1× 10−7m, depending on the thickness of each layer (Figure 2.11 

(c)). After we run the simulation, we can output information such as reflection, 

electromagnetic field distribution, heat loss, etc.  

We used COMSOL to simulate the reflection of InAs HMM in Chapter 3. In 

Chapter 4, We used COMSOL to study the properties, including reflection and 

magnetic field distribution, of volume plasmon polaritons in different HMMs. 
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Figure 2.11: (a) Define Geometric model. (b) Define physics boundary conditions. 

The two sides are periodic boundaries. (c) Create the mesh. 

2.4.2 NextNano 

NextNano is a software for the simulation of electric and optoelectronic 

semiconductor nanodevices. It is a powerful tool for the simulation of nanostructures 

including laser diodes, quantum dots, quantum cascade laser and HEMT where 

quantum physical effects take place. NextNano uses advanced physical method to 

simulate the quantum mechanical properties of various nanostructures form by 

different materials.   

We use NextNano to simulate the band structure and electron distribution in 

our multilayer HMMs (see Section 4.5). To run a simulation, we first specify the 
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geometric structure. Our layered structures can be viewed as a 1D structure, so we 

only need to tell the program the thickness of each layer and what substrate did we 

used. Then we specify the properties of each material. Here, we imported the built-in 

properties for each material. Similar to COMSOL, we also need to specify the mesh 

size and the physics we want to use. The mesh size we used is around 0.5nm. The 

quantum physics model I used is an effective mass model. After running the 

simulation, we can output results including conduction band, valence band, electron 

distribution, Fermi level, etc. (See Figure 2.10). We used NextNano to model the 

electron distribution of HMM (Chapter 4) and design the quantum wells (Chapter 6).  



 49 

 

Figure 2.12: Band edge, Fermi level and the first four squared wave functions of 

InAs/AlSb quantum wells calculated by Nextnano using effective mass 

model.  
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SINGLE MATERIAL HYPERBOLIC METAMATERIALS 

3.1 Background of Single Material Hyperbolic Metamaterials 

As was discussed in Section 1.3, III/V semiconductors, such as InAs and 

InGaAs, are designer metals for the infrared. This allows us to use these materials to 

create layered HMMs for the infrared. In ref [7], Anthony J Hoffman et al. 

demonstrated a semiconductor HMM composed of alternating Si: InGaAs and InAlAs 

layers. The thickness of each layer is around 80nm. The smallest plasma wavelength 

achieved with these structures was 8.8μm. The structures exhibited both discontinuity 

of the Brewster angle and negative refraction, two hallmarks of HMMs. This is the 

first demonstration of HMM using III/V semiconductors. However, it was difficult to 

push the InGaAs plasma wavelength to wavelength smaller than 7μm. In addition, the 

growth of a latticed match ternary system is relatively complicated compared to a 

binary system.  

Here we developed the idea of creating HMMs using a single material system 

consisting of Si:InAs and InAs layers (Figure 3.1). As I mentioned in Section 1.3, the 

plasma wavelength of InAs can be adjusted to 5.5μm, enabling a broader working 

range than InGaAs HMM. Additionally, the growth of a single material system is 

straightforward and easy. We don’t need to worry about the lattice mismatch between 

layers except the initial layer. To reduce the effect of lattice mismatch, we grew a 

thick InAs buffer layer (500nm) between GaAs substrate and active layers. We grew 

samples with different structure parameters and studied their optical properties by 

Chapter 3 
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FTIR. We also set up an optical measurement to demonstrate the negative refraction of 

our materials. 

In this chapter, I will describe the growth procedure and optical setup used to 

characterize the InAs HMMs (Section 3.2). We systematically studied the reflection 

and transmission properties of the InAs HMMs with different doping levels and 

metal:dielectric thickness ratios (Section 3.3). Effective medium theory (EMT) was 

used to simulate the reflection and transmission of the samples (see Section 1.2.2.2). 

We also experimentally demonstrated the discontinuity of the Brewster angle (Section 

3.4) and negative refraction (Section 3.5), two characteristics of HMMs. The study of 

single material HMMs lays a solid foundation for understanding the optical behavior 

of semiconductor HMMs in the infrared. It is a straightforward structure to explore the 

properties of semiconductor HMMs and the growth is less complicated than that of a 

ternary system. The conclusions can also be applied to HMM created from other 

materials. In addition, the study of InAs HMMs demonstrates a structure with designer 

optical properties across the infrared. It opens up the possibility of HMMs with a 

simpler design. 
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Figure 3.1: Schematic of single material InAs HMMs structure. The figure indicates 

the directions of parallel and perpendicular permittivity. The figure also 

indicates the electrical field direction of TM and TE polarized light 

which will be mentioned in the following sections. 

3.2 The Growth of Si:InAs/InAs Hyperbolic Metamaterials 

Five Si:InAs/InAs HMM samples were grown by the OSEMI NextGEN solid 

source MBE with effusion cells for Si, In and a two zoned valved cracker source for 

As2. More details about the MBE can be found in Section 2.1. These samples were 
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grown on single side polished undoped GaAs substrates. The growth and thermal 

desorption of the oxides of the substrate were monitored by reflection high energy 

electron diffraction (see Section 2.1). The flux of indium and arsenic were measured 

by a beam flux monitor. The As2/In flux ratio was around 7. The growth rate of InAs 

varied from 1.25~1.85μm/h. The Si flux was confirmed by Hall measurements on 

several bulk Si:InAs calibration films assuming 100% ionization efficiency. The 

substrate temperature was monitored by band edge thermometry (BET) and a 

thermocouple near the substrate. The BET is more accurate than the thermocouple 

since it directly measures the change in band-edge absorption of the substrate (see 

Section 2.1). Before the growth, the temperature was increased to 620℃ (BET) for 

about 10 minutes to remove the oxides on the substrate. Throughout the oxide 

desorption and growth, the arsenic pressure was kept at 1 × 10−5 Torr. At the start of 

growth, the temperature was decreased to 450℃ (BET). A 500nm thick InAs was 

grown as a buffer layer to provide a clean surface and reduce the diffusion of the 

impurities from the substrate. It could also reduce the effect of the lattice mismatch 

between GaAs and the active layers. During the growth, the BET usually failed to read 

the temperature when the InAs layer thickness reached around 600nm due to the 

absorption by the InAs. InAs has a smaller band gap (~ 0.3 eV) than GaAs (~ 1.424 

eV). When the InAs layer becomes too thick, light with energy larger than 0.3 eV will 

be completely absorbed by InAs and we are not able to detect the band edge change of 

GaAs. In this situation, we continued our growth by keeping the substrate 

thermocouple temperature constant. The properties of these five samples were 

summarized in Table 3.1. The thickness of the sample was confirmed by a 

profilometer. The HMM thickness, metal thickness (𝑡𝑚), dielectric thickness (𝑡𝑑), fill 
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factor (ρ = 𝑡𝑚/(𝑡𝑚 + 𝑡𝑑)), plasma wavelength (𝜆𝑝), and scattering rate (Γ) were 

estimated by fitting the angle-dependent transmission and reflection measurements to 

an effective medium theory model (see Section 3.3 and Section 3.4). The bandwidth 

was taken to be the width of Type I region in wavelength, determined by the value of 

parallel and perpendicular permittivity extracted from the effective medium theory 

model (the gray area in Figure 3.5 and 3.7). The bandwidth percentage normalizes the 

bandwidth to the central wavelength of the region. More details about bandwidth will 

be discussed in Section 3.4. 

Table 3.1: Properties of Si:InAs/InAs HMM [97]. Reprint permission obtained from 

The Optical Society 

 

3.3 Reflection and Transmission 

FTIR was used to collect the polarized angle-dependent reflection and 

transmission of the samples. A liquid-nitrogen-cooled HgCdTe detector, ZnSe lenses, 

and a KRS-5 holographic wire grid polarizer were used to set up the measurement as 

described in Figure 3.2. The spectral resolution and the scan velocity are 4cm−1 and 

40kHz, respectively. The reflection data was corrected by a gold mirror whose 
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reflection is assumed to be 100% in the infrared. The transmission data was 

normalized to the polarized transmission through the undoped GaAs substrate.  

 

Figure 3.2: Top view schematic of the optical setup for angled transmission and 

reflection measurements.  Inset shows the razor blade position for 

negative refraction experiments, as seen from the sample position [97]. 

Reprint permission obtained from The Optical Society. 

We first look at the reflection and transmission data of Sample 1. We plot the 

TE reflection as well as TM and TE transmissions for Sample 1 in Figure 3.3. The 

direction of the electric field of TM and TE polarized light is indicated in Figure 3.1. 

TM reflection is plotted in Figure 3.4 (a) and (b) for comparison with other samples. 

When light travels through a multilayer structure, the reflected and transmitted light 
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from each interface interferes with each other, resulting in constructive and destructive 

patterns in the reflection and transmission spectrum. These patterns are called Fabry-

Perot interference. Oscillations due to Fabry-Perot interference from the HMM and 

buffer layer are observed at a short wavelength for both reflection and transmission 

spectrum. Fabry-Perot interference is determined by the optical path difference of 

reflected and transmitted light from each layer. When we change the incident angle, 

the optical path also changes, resulting in a shift of the Fabry-Perot interference 

patterns. For TE polarized light, the electrical field is parallel to the layers and thus its 

behavior is only determined by the 𝜀∥. TE reflection (Figure 3.3 (a) and (b)) only 

exhibits Fabry-Perot interference features. The amplitude of the reflection 

monotonically increases with an increasing reflection angle at all wavelengths. This is 

significantly different from TM reflection which exhibits a more complicated 

relationship with varying reflection angles (see Figure 3.4 (a) and (b)).  For TM 

polarized light, the electrical field has components in both parallel and perpendicular 

directions. Therefore, TM reflection and transmission are affected by 𝜀∥ as well as 𝜀⊥. 

TM reflection will be discussed in detail later. For transmission spectrums, we 

normalized the data to one for both experimental and simulated data for easier 

comparison. There is a strong absorption around the plasma wavelength and the 

strength increases with the angle in TM transmission (Figure 3.3 (c) and (d)) while this 

feature is not seen for TE polarized light (Figure 3.3 (e) and (f)). This is caused by the 

resonance when  𝜀⊥ changes from positive to negative. A bigger incident angle leads 

to a larger electrical field component in the perpendicular direction, resulting in 

stronger resonance. At longer wavelength, both TM and TE transmission decrease to 0 
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as reflection approaches 1 indicating a metallic behavior.  As we will see in Figure 

3.5, this is caused by a negative 𝜀∥ at long wavelength.   

 

Figure 3.3: Data for Sample 1.  Experimental (a) and simulated (b) TE reflection, 

experimental (c) and simulated (d) TM transmission, and experimental 

(e) and simulated (f) TE transmission.  Other samples look similar.  Both 

experimental and simulated TM and TE transmission data has been 

normalized to 1 for easier comparison of the relevant features [97]. 

Reprint permission obtained from The Optical Society. 

In Figure 3.4, we compare the angle-dependent TM reflection of three 

samples with approximately the same fill fraction (around 0.5) but different plasma 
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wavelength (Sample1: 5.8μm, Sample 2: 6.7μm, Sample 3: 9.5μm).  The experimental 

reflection angle varies from 25 to 70 degrees in 5 degrees increments. In simulated 

data, we also plot the data higher than 70 degrees (dotted line in Figure 3.4) which are 

not accessible for experiments due to light loss. All samples have similar scattering 

rates (1.4~1.9× 1013rad/s) as shown in Table 1. At short wavelengths, the reflection 

for three samples is around 30% as expected for a semiconductor with a refractive 

index around 3.3. Fabry-Perot interference patterns are observed for all three samples. 

Different from TE reflection, we also observe an absorption around the plasma 

wavelength indicated by the arrow in the figure. This is the onset of Type I HMM 

region. Sample 1 (Figure 3.4 (a)) has the shortest plasma wavelength of around 5.8μm. 

The reflection for Sample 1 gradually approaches 1 after 8μm. At short wavelength, 

the reflection amplitude drops when we increased the reflection angle due to the angle 

of incidence approaching the Brewster angle (more details about the Brewster angle 

will be discussed in Section 3.5). Then the reflection amplitude increases after 65 

degrees. Sample 2 (Figure 3.4 (c)) has a plasma wavelength around 6.7μm, and the 

reflection starts to increase after 9μm. The amplitude and Fabry-Perot interference 

pattern exhibit similar behavior with increasing angle as Sample 1. While for Sample 

3 (Figure 3.4 (e)) which has the longest plasma wavelength at 9.5μm, the reflection 

amplitude stays below 50% for the range we plotted. The simulated TM reflection 

(Figure 3.4 (b, d, f)) using EMT predicts similar behaviors.  



 59 

 

Figure 3.4: Experimental TM reflection for samples with plasma wavelengths 5.8μm 

(a), 6.7μm (c), and 9.5μm (e) for various angles, as indicated in the 

legend.  For all samples, the fill factor is ~0.5.  Simulated TM reflection 

using EMT for samples with plasma wavelengths 5.8μm (b), 6.7μm (d), 

and 9.5μm (f).  Arrows indicate plasma wavelength.  Dotted lines are 

simulated reflection data that are not shown on the experimental plots 

due to the inaccessibly high angle [97]. Reprint permission obtained from 

The Optical Society. 

           The optical properties of Sample 1, 2, 3 can be explained by looking at the 

permittivity extracted from the EMT as shown in Figure 3.5. The gray area where 

𝜀⊥ < 0 while 𝜀∥ > 0 is the Type I HMM region and it starts at the plasma wavelength 

where 𝜀⊥ transits from positive to negative. When we move the plasma wavelength to 

a longer wavelength, the Type I HMM region shifts to longer wavelength accordingly. 
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This indicates that we can design the HMM working wavelength across the infrared by 

adjusting the doping level in the metal layer. We extracted the bandwidth in micron of 

Type I HMM region by measuring the width of the gray area for all samples as shown 

in Table 1. The bandwidth percentage is calculated by normalizing the bandwidth to 

the central wavelength. For the samples of similar fill fractions (Sample 1, 2, 3), the 

bandwidth is close to each other varying from 25% to 30%. At long wavelength, the 

𝜀⊥ become positive while 𝜀∥ become negative, resulting in a Type II HMM region.  

 

Figure 3.5: Parallel (red) and perpendicular (gray) permittivity for samples with 

plasma wavelengths 5.8μm (a), 6.7μm (b), and 9.5μm (c).  Gray shaded 

region indicates HMM behavior [97]. Reprint permission obtained from 

The Optical Society. 

We now turn to the samples which have similar plasma wavelength but 

varying fill fractions (Sample 3: 0.44, Sample 4: 0.24, Sample 5: 0.74). Figure 3.6 

shows the experimental and simulated TM reflection of these three samples. Again, an 

absorption around the plasma wavelength and Fabry-Perot interference are observed 

for all three samples at a short wavelength range. However, they behave dramatically 

different at long wavelengths. For Sample 4 (fill fraction=0.24), the reflectivity 
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continues to be around 30% out to 18μm. For Sample 3 (fill fraction=0.44), the 

reflectivity gradually reaches 1 after plasma wavelength. For Sample 5 (fill 

fraction=0.74), there is a sharp increase in the reflection amplitude after the plasma 

wavelength. We can understand this difference by considering the effective parallel 

and effective perpendicular components of the permittivity plotted in Figure 3.7. For 

Sample 4, the bandwidth of Type I hyperbolic metamaterial behavior is only 10%. 

After this region, both 𝜀∥ and 𝜀⊥ are positive indicating a dielectric behavior with 

reflection amplitude below 50%. Sample 5 also exhibits a narrow bandwidth of 14%. 

Both components of permittivity become negative after the gray area. This results in a 

metallic behavior with reflection amplitude near 1. For Sample 3, whose fill fraction is 

0.44, the 𝜀∥ become negative while 𝜀⊥ stays positive resulting in a type II HMM 

behavior. It also has the largest bandwidth percentage of around 25%. These data 

indicate that the optical properties of single material HMM at long wavelength are 

designer by fine adjusting the fill fraction. Another important conclusion is that the 

sample with 0.5 fill fraction has the largest bandwidth percentage. To our best 

knowledge, this is the first experimental demonstration of the effect of fill fraction on 

HMM behavior. 
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Figure 3.6: Experimental TM reflection for Sample 4 (a), Sample 3 (c), and Sample 5 

(e) for various angles, as indicated in the legend.  For all samples, plasma 

wavelength is ~9.5μm.  Simulated TM reflection using EMT for Sample 

4 (b), Sample 3 (d), and Sample 5 (f).  Dotted lines are simulated 

reflection data that are not shown on the experimental plots due to the 

inaccessibly high angle [97]. Reprint permission obtained from The 

Optical Society. 
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Figure 3.7: Parallel (red) and perpendicular (gray) permittivity for Sample 4 (a), 

Sample 3 (b), and Sample 5 (c).  Note the different y-axis scales.  Gray 

region indicates HMM behavior [97]. Reprint permission obtained from 

The Optical Society. 

When comparing the experimental data to simulated data, we found that, 

though they match well, there are a few discrepancies. First, EMT predicts a feature at 

a longer wavelength (for example, Figure 3.6 (f) at 11μm), but we are not observing 

this feature in our experimental data. Second, the EMT doesn’t work well at high 

reflection angles. To explain these discrepancies, we need to be aware that EMT 

doesn’t consider the details of the layered structure. It only considers the properties of 

each layer and the ratio of the metal layer to the dielectric layer. Two structures with a 

200nm period and 400nm period are considered the same using EMT. In addition, 

EMT is known to break down at higher angles [98–100]. We used COMSOL to 

simulate the reflection with consideration of the details of these structures as shown in 

Figure 3.8 and Figure 3.9. Simulation from COMSOL matches the experimental data 

much better than EMT. 
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Figure 3.8: Experimental TM reflection for samples with plasma wavelengths 5.8μm 

(a), 6.7μm (c), and 9.5μm (e) for various angles, as indicated in the 

legend.  For all samples, the fill factor is ~0.5.  Simulated TM reflection 

using COMSOL for samples with plasma wavelengths 5.8μm (b), 6.7μm 

(d), and 9.5μm (f).  Arrows indicate plasma wavelength.  
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Figure 3.9:  Experimental TM reflection for Sample 4 (a), Sample 3 (c), and Sample 5 

(e) for various angles, as indicated in the legend.  For all samples, plasma 

wavelength is ~9.5μm.  Simulated TM reflection using COMSOL for 

Sample 4 (b), Sample 3 (d), and Sample 5 (f).   

3.4 Discontinuity of the Brewster Angle 

When light is incident from one medium to another medium, the reflection and 

transmission coefficients are determined by the polarization of the incident light, 

incident angle and the refractive index of two media. Figure 3.10 plots the reflection 

coefficient for TM and TE polarized light as a function of incident angle. Here, we 
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assume light is incident from the air (refractive index = 1) to a medium with a 

refractive index at 3.3, a typical value for semiconductor. For TM polarized light, the 

reflection coefficient gradually decreases to zero then increases until it approaches 

unity. The angle where the reflection coefficient reaches 0 is called the Brewster 

angle.  Unlike TM polarized light, TE reflection doesn’t exhibit a Brewster angle.  

 

Figure 3.10: TM and TE reflection coefficient as a function of Incident angle, 

assuming light incident from the air (refractive index = 1) to a medium 

with refraction index at 3.3, a typical value for semiconductor. 

The Brewster angle can be calculated as follows: 

 𝜃𝐵 = 𝐴𝑟𝑐𝑡𝑎𝑛 (
𝒏𝟐

𝒏𝟏
) (Equation 3.1) 



 67 

Where 𝜃𝐵 is the Brewster angle while 𝒏1 and 𝒏2 are the refraction index of the two 

media. 

 

Figure 3.11:  Log (TM/TE) reflection simulation of a thick HMM with plasma 

wavelength at 5.8μm. The thickness is assumed to be 15μm. There is a 

discontinuity of the Brewster angle at 5.8μm. 

For HMM, the 𝜀⊥ changes from positive to negative at plasma wavelength 

while parallel permittivity stays positive. The dispersion changes from normal 

dispersion (described by a sphere) to hyperbolic dispersion. This results in the 

discontinuity of the Brewster angle. Discontinuity of the Brewster angle is the 

characteristic feature of an extremely anisotropic material. We won’t observe this 
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phenomenon for an isotropic doped semiconductor at the plasma wavelength as 

demonstrated by other people in [7]. In Figure 3.11, I simulated the reflection of an 

HMM as a function of wavelength as well as reflection angles ranging from 50 to 80 

degrees. As we have seen in Section 3.4, TE doesn’t exhibit any HMM specific 

features as well as the Brewster angle (Figure 3.10), so it is a good reference. The 

figure plots TM/TE to cancel out the same features in both TM and TE spectrums and 

only focuses on the unique features for TM polarized light. The plasma wavelength is 

set to be 5.8μm which is the same as Sample 1. To reduce the effect of Fabry-Perot 

interference, we assume the thickness of HMM to be 15μm, much thicker than our 

samples.  In Figure 3.11, the darkest area corresponds to the Brewster angle for a 

specific wavelength. There is a clear discontinuity around 5.8μm.  Figure 3.12 is the 

experimental TM reflection of Sample 1. It is difficult to directly observe the 

discontinuity of Brewster due to the disturbance of Fabry-Perot interference (Figure 

3.12 (a)). I made a color plot similar to Figure 3.11 as shown in Figure 3.12 (b). A 

discontinuity is present around the plasma wavelength. This demonstrates the 

characteristic HMM behavior in our single material HMMs.  
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Figure 3.12:  (a) Experimental TM reflection of sample 1 plotted in a line plot. (b) 

Experimental TM reflection of sample 1 plotted in a color plot. 
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3.5 Negative Refraction 

Negative refraction is one of the most interesting properties of metamaterials. 

It demonstrates the ability of metamaterials to bend the light backward. The first 

negative refraction experiment was carried out by D.R. Smith et al.  [34,37] using a 

structure based on split-ring resonators.  The structures achieve negative refraction 

through the overlapping of electric and magnetic resonances, resulting in a material 

with simultaneously negative permittivity and permeability. However, such 

resonances are accompanied by high losses inside the structures which can limit their 

practical applications. Additionally, such structures require fabrication on a small 

scale. Existing fabrication technologies are not able to scale down the feature size of 

such devices to achieve shorter wavelength ranges. It requires sub-100nm resolution 

when we deal with the metamaterials working in infrared or visible ranges.  
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Figure 3.13:  (a) Isofrequency surface of isotropic material and a Type I hyperbolic 

metamaterials, indicating how light transmits through an isotropic/HMM 

surface. (b) Numerical calculations demonstrating the negative refraction 

of layered HMMs composed of Si:InGaAs/InAlAs [7]. Reprint 

permission obtained from Springer Nature. 

HMM overcome these shortages by only having negative permittivity in one 

direction and simpler design. We can deduct the negative refraction of HMM from the 

isofrequency surface. Isofrequency surface is a surface defined by the Maxwell 

equation in k-space. Only the wavevectors on the isofrequency surface can propagate 

inside a specific material at a given frequency. Figure 3.13 (a) shows the isofrequency 

surfaces of a normal isotropic material and a Type I HMM. For isotropic normal 

material, the wavevector (k) and energy flow (Poynting vector, S) are parallel to each 

other. But this is not necessary for an anisotropic material. When TM polarized light 

incident from normal material to Type I HMM, the wavevector undergoes positive 

refraction, while the energy flow is negatively refracted because it has to be normal to 

the isofrequency surface. For Type II HMM, negative refraction is not going to happen 

in the perpendicular direction (𝑘𝑧 direction in Figure 3.13 (a)) but the parallel 

direction (𝑘𝑥 direction in Figure 3.13 (a)). 

To demonstrate the negative refraction of our material, we carried out a 

negative refraction experiment similar to  [7]. The details of the setup are shown in 

Figure 3.2. We first collected standard transmissions with a full beam for both 

polarizations. The transmission angle is set at 30 degrees. Then we use a blade to 

block half of the transmitted light from the sample in four different directions (right, 

left, bottom, top). We then calculated the ratio of blocked transmission to standard 

transmission as shown in Figure 3.14 (b) and (c). When negative refraction happens, 
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the light will bend to the opposite direction of the normal refraction as shown in 

Figure 3.14 (a), resulting in a peak in the ratio when we block the light from left 

(orange line in Figure 3.14 (c)). In contrast, we could see a dip at the same position 

when we blocked the light from the right (blue line in Figure 3.14 (c)). Since the 

negative refraction only exists in the horizontal plane for this setup, we won’t see any 

negative refraction features when we blocked the light from bottom or top directions 

(pink and black line in Figure 3.14 (c)). For TE polarized light whose electrical field is 

parallel to the layers and thus only affected by 𝜀∥ , there is no peak or dip features 

around the plasma wavelength, but a monotonically increasing or decreasing signal 

caused by the wavelength-dependent refractive index of the material (Figure 3.14 (b)).  
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Figure 3.14: (a) Schematic of the negative refraction measurement setup.  When 

negative refraction occurs, the beam shifts to the right with respect to 

normal refraction [97]. Reprint permission obtained from The Optical 

Society. (b) and (c) are negative refraction data for sample 5 (b) Negative 

refraction data for TE-polarized light with blade blocking the light from 

the bottom, left, right and top directions. (c) Negative refraction data for 

TM-polarized light with blade blocking the light from the bottom, left, 

right and top directions. There is a dip when cover half of the light from 

the right and a peak when cover half of the light from the left. 
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Figure 3.15:  (a) Negative refraction data for TM-polarized light with the blade in the 

left position for Sample 1,2,3. Arrows indicate the plasma wavelength. 

(b) Negative refraction data for TM-polarized light with the blade in the 

left position for Sample 1,4,5 (same plasma wavelength). Data was 

shifted vertically for visual clarity [97]. Reprint Permission obtained 

from The Optical Society. 
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In Figure 3.15, we plot the negative refraction data (blade cover from left) for all 

samples. Figure 3.15 (a) is the data for samples with different plasma wavelength. 

Negative refraction is observed at the corresponding plasma wavelength as what we 

expected. For samples with the plasma wavelength held near to 9.5μm (Figure 3.15 

(b)), a peak from negative refraction is observed at the same position (9.5μm). The 

negative refraction data strongly demonstrate that our materials act like designer 

HMMs. 

3.6 Conclusion 

We fabricated single material HMMs using InAs who has a small effective 

mass and offers the smallest plasma wavelength among III/V material. This is the first 

demonstration of the HMM in a single material system. The growth of a single 

material system is easy and straightforward using techniques like MBE. We 

demonstrated the design flexibility of our materials by exploring the reflection and 

transmission properties of samples with different fill fractions (0.25-0.75) and plasma 

wavelength (5.8μm-9.5μm). Our material could work down to 5.8μm by adjusting the 

doping level in metal layers. In addition, the long wavelength response could exhibit 

metallic, dielectric or Type II HMM behavior by adjusting the filling ratio ρ. We also 

demonstrated the discontinuity of the Brewster angle and the negative refraction, two 

characteristic features of HMM, in the infrared range. The fabrication of single 

material HMMs could lead to applications in subwavelength imaging, high sensitivity 

detector, and enhanced emission. It opens up the possibility of fabricating HMM in a 

simpler way.  
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VOLUME PLASMON POLARITONS IN LAYERED HYPERBOLIC 

METAMATERIALS 

4.1 Background of Volume Plasmon Polariton (VPP) modes 

An important feature of HMMs is that they could support electromagnetic 

modes with large wavevectors (see Figure 4.1). Such modes are forbidden in 

conventional media but become propagating in HMMs that have extreme 

anisotropy [19,47,101–105]. These modes have several names: high-k modes, bulk 

plasmon polaritons, volume plasmon polaritons (VPPs). Throughout this dissertation, 

they are called VPP modes.  

 

Figure 4.1: (a) Normal isotropic materials; (b) Type I HMMs: 𝜀⊥ < 0, 𝜀∥ > 0; (c) 

Type II HMMs: 𝜀⊥ > 0, 𝜀∥ < 0; The green arrows indicate the VPP 

modes. 

Chapter 4 
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Many proposed HMM-based applications are based on VPP modes. For 

example, far-field super-resolution imaging based on a curved HMM structure [73] 

(see Figure 4.2). In normal materials, these modes are evanescent since their 

wavevectors are outside the isofrequency surface. In HMMs, the unique hyperbolic 

dispersion enables the propagation of high-wavevector components through the 

excitation of VPP modes. In this structure, evanescent waves that carry subwavelength 

structure information propagate along the radial direction and could be received by a 

detector placed in the far-field. 

 

Figure 4.2: Schematic of hyperlens and numerical simulation of imaging of sub-

diffraction-limited objects [64]. Reprint permission obtained from the 

American Association for the Advancement of Science. 
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Another example is strong coupling [84]. VPP modes are highly confined 

modes with large mode index, indicating a strengthened electromagnetic field in a 

small volume. The strong coupling between VPP modes and other resonance (such as 

quantum well intersubband transitions (ISBT), see Figure 4.3) could lead to the 

realization of more efficient quantum well infrared photodetectors and tunable 

intersubband light-emitting devices.  
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Figure 4.3: (a) Multilayer realization of a semiconductor HMM. The structure 

consists of alternating 80-nm-thick subwavelength layers of a dielectric 

MQW slab and degenerately doped As. The extreme anisotropy of the 

structure results in a hyperbolic isofrequency surface. (b) Strong coupling 

between the ISBT and type-II modes of the multilayer structure 

at 𝜆𝐼𝑆𝐵𝑇=5μm. A series of high-k-ISBT polaritons are formed [84]. 

Reprint permission obtained from the American Physical Society. 

To understand the origin of VPP modes, we need to start from the surface 

plasmon polaritons (SPPs). Polariton is the result of strong coupling between photons 

and other electric dipoles [106,107]. When a vibration in a medium shares the same 

frequency of incident electromagnetic waves, they resonate. Near the resonance 
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frequency where the two dispersion curves meet, there is going to be a splitting 

leading to an ‘upper’ and a ‘lower’ mode since two resonances with the same 

frequencies are not allowed in the same system. This is also called anti-crossing and 

the splitting gap depends on the strength of coupling. In other words, polaritons are 

mixed modes of light mode and medium mode. Surface plasmon polariton is the 

coupling between electromagnetic waves and surface plasmons at a metal/dielectric 

interface (see Figure 4.4) [106]. The existence of SPPs can be deduced from the 

Maxwell equation. It only exists for TM polarized light. From Figure 4.4 (c), we can 

find that SPPs have a larger wavevector than light at the same frequency, indicating 

stronger spatial confinement and higher local field intensity. In the direction 

perpendicular to the surface, the penetration depth of SPP fields is determined by the 

refractive index of the two media (Figure 4.4 (b)). Most of the time, the SPP field is 

confined to a subwavelength scale in the perpendicular direction. 
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Figure 4.4: (a) Schematic illustration of electromagnetic wave and surface charges at 

the interface between the metal and the dielectric material, (b) the locally 

electric field component is enhanced near the surface and decay 

exponentially with distance in a direction normal to the interface. (c) 

Dispersion curve of an SPP wave, 𝑘𝑠𝑝𝑝 and k are the SPP and free-space 

wavevectors, respectively, the momentum (ℏ𝑘𝑠𝑝𝑝) of the SPP wave is 

larger than that of the light in free space photon (ℏk) for the same 

frequency (ω) [108]. Reprint permission obtained from IOP publishing. 

The following equation determines the dispersion relation of SPPs: 

 𝜔 = √
𝜀𝑚+𝜀𝑑

𝜀𝑚𝜀𝑑
𝑐𝑘𝑥 Equation (4.1) 



 83 

where 𝜔 is the frequency, 𝜀𝑚 is the permittivity of the metal, 𝜀𝑑 is the permittivity of 

the dielectric, c is the speed of light in vacuum, and 𝑘𝑥 is the wavevector along the x 

direction.  

Now we turn to a little bit more complicated system: a dielectric layer 

sandwiched by two metallic layers (Figure 4.5). The structure supports four modes, 

two of which are surface modes. The other two modes are bulk modes propagating 

inside the dielectric gap. The bulk modes result from the coupling of surface modes 

when the gap between surface mode is sufficiently small. This is similar to the 

coupling of wavefunctions of two quantum wells. When quantum wells are brought 

very close to each other, the wavefunctions overlap with each other, resulting in new 

states, whose wavefunction can be expressed as linear combinations of original 

quantum well wave functions. In the sandwiched structure, the two bulk modes are the 

linear combinations of surface modes. The one with the antisymmetric magnetic field 

has a cut-off wavelength so it does not exist in nanoscale. In Figure 4.5, the cut-off for 

the antisymmetric mode is around 480nm. The other one with the symmetric magnetic 

field, called gap plasmon polariton (GPP), is the mode that contributes to the 

formation of VPP modes [19].  
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Figure 4.5:  Field profile (strength of magnetic field versus coordinate across the 

structure) for a gap plasmon polariton and its modal index and losses as a 

function of the dielectric layer thickness [19]. Reprint permission 

obtained from the American Physical Society. 

Finally, we arrive at a multilayer structure consisting of alternating metal and 

dielectric layers. We know that if a dielectric layer is sandwiched by two metallic 
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layers, there is going to be a GPP in the dielectric layer. In a multilayer structure, the 

GPPs in each dielectric layer repulse with each other, resulting in new modes that are 

highly confined in the bulk structure. The interaction between GPPs is similar to the 

coupling between multiple quantum wells. The coupling between quantum wells leads 

to the splitting in energy levels. Some energy levels are going to be higher than the 

original ones while others will be lower. The coupling between surface modes leads to 

the splitting in modal indices. Figure 4.6 (a) plots the splitting of modal indices of 

layered material with decreasing dielectric thicknesses. When the dielectric layer is 

thinner, the coupling between SPPs is stronger, leading to bigger splitting in modal 

indices. Higher mode indices indicate stronger field confinement. Figure 4.6 (b) is the 

magnetic field profiles of modes supported by a silica/gold multilayer structure. We 

could observe that the magnetic field is near zero outside the multilayer structure for 

higher order modes (TM2, TM3, TM4, and TM5 in Figure 4.6 (b)), demonstrating that 

these modes are highly confined in the bulk. In addition, the number of nodes 

increases for modes with higher modal indices [19].  
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Figure 4.6: (a) Evolution of coupled SPP modal indices in the layered materials with 

dielectric claddings for |𝜀𝑚| > |𝜀𝑑|. First vertical portion of the figure 

illustrates the appearance of a SRP-LRP doublet as a result of splitting 

between two SPPs (left) and as a result of mode-antimode formation 

(right). Other vertical portions illustrate modal indices in a layered 

structure when a metal layer is being gradually brought closer to the 

nanolayer stack. (b) Profiles of modes supported by a nanoscale 

multilayer of four silica layers and five gold layers between silica 

claddings (right)  [19]. Reprint permission obtained from the American 

Physical Society. 

Highly confined VPP modes provide unprecedented opportunities for many 

HMM-based applications, such as hyperlens, superlens, enhanced sensors, and 

detectors. The systematic study of VPP modes not only helps us better understand how 

light interacts with matter in the HMMs but also lays a solid foundation for future 

applications based on HMMs. Several papers focus on the VPP modes for visible and 

near-IR using materials including Au, TiO2, SiO2,  and Al2O3  [19,75,102,103,109]. 
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However, these materials are not compatible with infrared, and it is challenging to 

integrate them with other III-V semiconductor optoelectronic components and devices, 

including quantum wells, quantum dots, quantum cascade lasers. In this project, we 

explored the VPP modes of semiconductor HMMs in the wavelength between 12μm 

to 30μm. We demonstrated high-quality VPP modes and investigated the factors that 

could affect their behaviors. 

In this chapter, I am going to analyze the VPP modes from four different 

semiconductor HMMs samples: two Si:InAs/InAs HMMs (Sample 1 and Sample 3 in 

Chapter 3), Si:InGaAs/InAlAs HMM and Si:InAs/AlSb HMM. The structure details 

are described in Table 4.1. Section 4.2 will be talking about the experimental details of 

the growth and the fabrication of gold grating couplers. Section 4.3 discusses how we 

model samples with poor confinement of electrons. Section 4.4 analyzes the 

experimental data of Si:InAs samples. In Section 4.5, I compare the different 

behaviors of VPP modes in different material classes. Section 4.6 is the conclusion of 

this Chapter. 

Table 4.1: Structure details of three HMMs created from different materials 
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4.2 Growth of the Samples and the Excitation of the VPP modes 

The growth of Si:InAs/InAs HMMs is described in detail in Section 3.2. The 

growth of Si:InGaAs/InAlAs HMM is done by our collaborators, Stephanie Tomasolu 

and Michael Yakes, at Naval Research Lab. The sample was grown at InP:Fe substrate 

with oxide off temperature at around 550℃. The growth temperature is around 510℃. 

The growth of Si:InAs/AlSb HMM is done by Patrick Sohr at the University of 

Delaware. The sample was grown at undoped single side polished GaAs substrates. 

The de-oxidation process is described in detail in Section 3.2. After the de-oxidation 

process, the substrate temperature was brought down to 510℃ for the growth of a 

500nm thick GaSb buffer layer. The growth temperature was then decreased to 450℃  

for the growth of alternating Si:InAs and AlSb layers. For all the samples, the period is 

between 200 ~ 220nm and the number of periods is 10. The top layer is always the 

undoped dielectric layer. The dielectric layer on the top could better guide the light 

into the structure rather than reflecting them off the surface. 

To excite the VPP modes, we fabricated gold grating couplers on top of the 

samples to match the momentum of the incident light and the momentum of VPPs. 

The relationship between wavevector and the period of the grating can be expressed 

as: 

 
𝑘𝑥

𝑘0
= 𝑠𝑖𝑛𝜃 +

𝜆

Λ
 Equation (4.2) 

where 𝑘𝑥 is the wavevector in the HMM along the x direction (parallel to the layers), 

𝑘0 is the wavevector of the incident light, 𝜃 is the incident angle, 𝜆 is the wavelength 

of the incident light, Λ is the period of the grating. The fabrication process is described 

in Figure 4.7. We first deposited a bi-layer photoresist on the surface of the samples. 

The first layer is photoresist LOR 3A; the second layer is photoresist CSAR 6200.04. 
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The bi-layer photoresist will form an under-cut which enables an easier strip-off 

process. We used an e-beam writer to expose the photoresist, forming the grating 

pattern. Then the sample was developed in AR 600-546  for 60 seconds and AR 300-

47 for 35 seconds respectively. The deposition of the gold was done in an e-beam 

evaporator (see Section 2.2.2). We first deposited a 15nm titanium following by a 

100nm gold. The titanium layer is used to help gold stick to the surface. Then we 

stripped off the photoresist and unwanted metal layer in warm N-Methyl-2-

pyrrolidone solutions. SEM and optical microscopy were used to confirm the grating 

period, grating profile, grating thickness, and stripe width (Figure 4.7 (b)). 
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Figure 4.7: (a) Schematic of the e-beam lithography process, (b) Cross-sectional 

SEM of Si:InAs/InAs HMM with Ti/Au grating couplers.  
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We studied the optical properties of VPP by taking TM and TE polarized 

reflection using Bruker Vertex 70V Fourier transform infrared (FTIR) spectrometer. A 

wide-range DTGS detector, a KRS-5 holographic wire grid polarizer and a Pike 

10spec accessory whose reflection angle is set to be 10 degrees were used to set up the 

measurement in the FTIR sample compartment. The reflection was corrected by a gold 

mirror whose reflection is assumed to be unity at infrared. The scan velocity was 2.5 

kHz and the scan resolution was 2cm−1.  

4.3 Modeling of Si:InAs HMM VPP Modes 

As discussed in Section 4.1, VPP modes in a multilayer HMM originate from 

the coupling of SPP modes at each metal/dielectric layer. As a result, the exact 

distribution shape of the electron could have a significant effect on the VPP modes. 

Ideally, we would like to have a sharp interface where all electrons are confined in the 

metal layer, leaving dielectric layers completely undoped. In this situation, the carrier 

density is a constant at the metal side, resulting in a sharp SPP resonance. If the 

electrons are not well confined in the metallic layer, the graded interface will lead to a 

depth-dependent carrier density, leading to broad and weak SPP resonance. This is the 

case for Si:InAs HMMs samples due to the lack of large conduction band offset to 

confine the electrons. For multilayer semiconductor structures, the distribution of the 

electron is determined by the conduction band offset. Figure 4.8 (a) plots the 

conduction band and the electron distribution of Si:InAs HMM as a function of sample 

depth calculated from a one-dimensional self-consistent Poisson solver (1D Poisson 

made freely available by G. Snider). The distribution of electrons is not a square-wave 

type function, with the graded area (area b) between doped (area a) and undoped layer 

(area c). To accurately model the optical properties of the graded area of Si:InAs 



 92 

HMM, we need to find the relationship of doping density as a function of sample 

depth. We found the Boltzmann equation works well for our situation. The distribution 

of electron density can be described by the following equation [110]: 

 n(z) = 𝑛𝑚𝑎𝑥 (−0.5226 +
1.5170

1+exp (
𝑧−225.5435

38.8166
)
) Equation (4.3) 

Where 𝑛𝑚𝑎𝑥 is the maximum doping density, z is the sample depth. For Sample 1, 

𝑛𝑚𝑎𝑥=7.35 × 1019𝑐𝑚−3 while for Sample 3 𝑛𝑚𝑎𝑥=1.25 × 1019𝑐𝑚−3. The above 

Boltzmann equation is merely a phenomenological fitting.  
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Figure 4.8:  (a) Conduction band profile (black) and carrier density (red) in the 

Si:InAs/InAs superlattice from Sample 1 as calculated using a self-

consistent Poisson solver.  In region a, the material is modeled as a Drude 

metal with a constant carrier density, while in region c, the material is 

modeled as undoped InAs with a constant permittivity of 12.3.  In the 

shaded region b, the carrier density depends on depth as described below.  

(b) Experimental (symbols) and empirical model (black line) for plasma 

frequency as a function of carrier density in doped InAs [111–113].  

Reprint from [110] with permission from The Optical Society. 
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The next step is to find the relationship between the electron density and the 

plasma wavelength of Si:InAs. A simple Drude model couldn’t be applied to this 

situation because the effective mass of InAs is highly non-parabolic, leading to a non-

linear relationship between the plasma frequency and the doping density. We found 

multiple data points of Si:InAs from three references and plotted them in Figure 4.8 

(b). We found the following equation fit the data points very well [110]: 

 𝜔𝑝(𝑛) = −4.5433 × 1013 + 8.44 × 109 × 𝑛0.23363 Equation (4.4) 

 Where 𝜔𝑝(rad/s) is the plasma frequency and n (cm−3) is the doping density. 

We need to clarify that this equation is an empirical equation and can only apply to the 

sample with doping density between 5 × 1016~1 × 1020cm−3. We then incorporated 

this equation as well as the distribution of electron doping density into COMSOL to 

simulate the TE and TM reflection of Sample 1 and Sample 3 with varying grating 

coupler periods.  

4.4 VPP Modes in Si:InAs/InAs HMMs 

We first look at the VPP modes in Si:InAs/InAs HMM. The two samples are 

Sample 1 and Sample 3 discussed in Chapter 3. They have similar fill fractions (~0.5) 

but different plasma wavelength (Sample 1 = 5.8μm, Sample 3 = 9.5μm). We 

fabricated gold grating couplers on the two samples with different periods varying 

from 1.8μm to 4.6μm. The procedure of fabricating the gold grating couplers are 

described in Section 2.2 and Section 4.2. TM and TE polarized reflections were 

collected by FTIR on these samples using the setup described in Section 4.2. To excite 

the VPP modes, the experiment was set up so that the electric field of TM polarized 

light is perpendicular to the gratings (see Figure 4.9 (a)). 
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Figure 4.9: (a) Schematic of sample structure, grating coupler, and incident light. TM 

polarized light is perpendicular to the gratings. (b) TM and TE reflection 

of sample 1 with and without grating. The period of the grating is 

2μm [110]. Reprint permission obtained from The Optical Society. 

Figure 4.9 (b) plots the reflection data of Sample 1 with and without a 2μm 

grating coupler for different polarizations. The grating period is designed to excite the 

VPP modes in type II HMM region (𝜀∥ < 0, 𝜀⊥ > 0), which is free from the disruption 

of Fabry-Perot oscillations and much broader than the type I region.  In addition, our 

setup won’t be able to observe the VPP modes in type I region. For the TM and TE 

reflection without a grating (yellow and blue curve), the reflection is near 0.9 after 
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10μm due to the negative 𝜀∥. For the TM reflection (black curve) with a grating, there 

is a VPP absorption around 12.5μm while this is not seen for TE polarized light (red 

curve). TE reflection with gold grating exhibits a higher reflection near unity after 

8μm compared to those without a grating. This results from the large negative 

permittivity of the gold at long wavelengths.  
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Figure 4.10: (a) Experimental and (b) simulated TM-polarized reflection from Sample 

3 for four different period gratings, as indicated in the legend.  VPP 

modes are clearly visible and marked with arrows in (a).  In (b), the out-

of-plane magnetic field profile is shown for two VPP modes.  The shorter 

wavelength resonance has no nodes, while the longer wavelength 

resonance has one node, as expected for VPPs [110]. Reprint with 

permission from The Optical Society. 
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Figure 4.10 shows the experimental and simulated TM reflection of Sample 3 

with varying grating periods ranging from 1.8 to 4.6μm. We cut the sample into a few 

pieces so we can fabricate gratings with different periods to map out VPP modes at 

different wavevectors.  There are two clear VPP modes indicated by the arrows. The 

mode moves to a longer wavelength when we increased the grating period. This is 

consistent with the dispersion characteristics of VPP modes. The simulation is done by 

COMSOL, taking the distribution of the electron and relationship between plasma 

wavelength and doping density into account as described in Section 4.3. In the model, 

we assume a constant scattering rate across the wavelength. Maximum doping density 

is estimated using the plasma wavelength we derived in Chapter 3. The model 

reproduces the major features of the experiment data, demonstrating our assumptions 

of the graded interface in Section 4.3. However, the features exhibit a redshift 

compared to the experimental data. We attribute this to the difference between the 

modeled electron distribution and the real electron distribution in the sample. 
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Figure 4.11: (a) Experimental and (b) simulated TM-polarized reflection from Sample 

1 for five different period gratings, as indicated in the legend.  Two VPP 

modes are visible, though they are not well-separated [110]. Reprint 

permission obtained from The Optical Society. 
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Now we turn to Sample 1 which has a plasma wavelength around 5.8μm 

(Figure 4.11). In the experimental data (Figure 4.11 (a)), We only observed one broad 

VPP absorption at shorter wavelength compared to Sample 3 (λp = 9.5μm), which has 

two separated VPP modes.  The absorption moves to a longer wavelength with an 

increasing grating period. The simulation by COMSOL exhibits similar behavior, as 

shown in Figure 4.11 (b).  

 

Figure 4.12: Lorentz fitting of the TM reflection of Sample 1 with a 2.4μm grating 

period.  
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In Figure 4.12, TM reflection of Sample 1 is decomposed using the Lorentz 

fitting, a built-in function in Origin. As shown in Figure 4.12, two VPP modes 

contribute to the absorption dip at 13μm. Though there could be other VPP modes at 

long wavelength (Figure 4.13 red line), we found that the contribution from those VPP 

modes is negligible and we arrived at a good fitting even we only use two peaks. The 

strength of the long-wavelength modes is weaker than the ones at shorter wavelength 

due to the large negative 𝜀∥ of HMM at long wavelength.  In addition, the high 

scattering rate as well as poor electron confinement weaken their strength. As a result, 

they have a negligible effect on the VPP absorption dip.  
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Figure 4.13: Comparison of models for TM-polarized reflection for Sample 1 with a 

2.4m period grating.  Experimental data is shown in black, modeled 

reflection assuming a sharp interface with low scattering (=2×1013 

rad/s) is shown in red, a sharp interface with high scattering (=4×1013 

rad/s) is shown in yellow, and the graded interface is shown in green. 

To analyze the behavior of the VPP modes, we simulated the reflection of the 

Si:InAs with different scattering rates and interface types (sharp and graded) in Figure 

4.13. Other parameters are the same as Sample 1. When we have square wave 

distribution and small scattering rate (red line), there are up to four visible VPP 

modes. The high scattering rate brings down the reflectivity as well as weakens the 

strength of the VPP modes (yellow line). The graded interface further broadens and 
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weakens the VPP modes (green line), resulting in a big broad absorption. Due to the 

large scattering rate as well as the graded electron distribution, the VPP modes are 

weakened and tend to merge with each other. Since the VPP modes are simultaneously 

affected by the scattering rate and electron confinement, it is difficult to quantize the 

effect of the two parameters. However, there is a difference between the two effects. 

The scattering rate weakens not only the VPP modes but also other features across the 

whole spectrum, including Fabry-Perot oscillations. It is impossible to simulate the 

experimental data well for Si:InAs HMM with gratings if we only fit the scattering 

rate. We then turned to the electron confinement to explain the behavior of VPP 

modes, and we found that electron confinement only affects the strength of VPP 

modes. Though we incorporate these two factors into our model, there are still some 

discrepancies between the simulation and experiment. Therefore, other factors, such as 

wavelength-dependent scattering rate or imperfect gold grating profile, might need to 

be taken into account to simulate the VPP modes accurately. The discovery of the 

effect of electron confinement also provides us with an idea to improve the VPP 

quality: use other material classes with better electron confinement, such as 

Si:InGaAs/InAlAs and Si:InAs/AlSb (Section 4.5).     
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Figure 4.14: TE reflection of (a) sample 1 and (b) sample 3 with varying grating 

periods. 
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For comparison, I plotted the TE reflection of Sample 1 and Sample 3 with 

varying grating periods (Figure 4.14). VPP modes do not exist for TE polarized light 

because the electric field is parallel to the layers and the gratings. The value of TE 

reflection is near unity at long wavelengths for all samples. This is expected due to the 

negative value of 𝜀∥ and the large negative value of gold permittivity. 
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Figure 4.15: Dispersion relations for VPP modes for experimental (filled symbols) 

and simulated (open symbols) data for Sample 1 (a) and Sample 3 (b).  

Lines are a guide to the eye. Reprint with permission from  [110], The 

Optical Society. 

To study the dispersion of VPP modes, we extracted the positions of the modes 

and calculated the mode index using the following equation: 
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𝑘𝑥

𝑘0
= 𝑠𝑖𝑛𝜃 +

𝜆

𝛬
 Equation (4.5) 

Where 𝑘𝑥 is wavevector in the HMM along the x direction, 𝑘0 is the wavevector in the 

air,  𝜃 is the incident angle (10°), 𝜆 is the wavelength, Λ is the grating period. The 

positions of the peaks (𝜆) were extracted from Lorentz fitting (Figure 4.12). Then the 

mode index 
𝑘𝑥

𝑘0
 can be calculated from the above equation. The dispersion relations for 

Sample 1 and Sample 3 are shown in Figure 4.15. For a single mode, the mode index 

increases while wavelength decreases. The data points from simulation exhibit a 

redshift in the wavelength compared to the experimental data. We attributed it to the 

difficulty of knowing the exact electron distribution in the sample. The extracted 

dispersion curves exhibit the expected dependence of VPP modes. For Sample 3, we 

were able to excite VPP modes with mode index around 12 which is much larger than 

the wavevector of light in free space. This is also comparable to other HMM systems.  

 In summary, VPP modes were successfully excited in two Si:InAs/InAs 

HMMs with different plasma wavelength by gold grating couplers. VPP modes move 

to longer wavelengths with an increasing period, which can be explained by the 

characteristic dispersion relation. I discuss the factors that affect the VPP strength and 

found that the electron distribution near the interface plays an important role. The 

extracted dispersion relationship of VPP from reflection data is consistent with the 

theoretical calculation. The mode index is as high as 12, indicating strong confinement 

of the optical field. The next section will discuss VPP modes in different material 

classes that exhibit better electron confinement. 

4.5 Properties of VPP Modes in Different Material Systems 

Section 4.4 discussed the experimental data and simulation results of VPP 

modes in Si:InAs/InAs HMM. Though the VPP modes were successfully excited in 



 109 

Si:InAs/InAs HMM, the modes are weak and broad. This makes Si:InAs/InAs HMM 

not ideal for many HMM-based applications that require strong VPP strength. As 

discussed in Section 4.4, the weak electron confinement contributes to this problem. In 

this section, VPP modes in other material classes will be investigated, including 

Si:InGaAs/InAlAs HMMs and Si:InAs/AlSb HMMs. These material combinations 

have bigger conduction band offsets than Si:InAs/InAs HMMs, indicating stronger 

electron confinement. The results in this section were done in collaboration with 

Patrick Sohr from the University of Delaware.  

For Si:InAs/InAs HMM, the conduction band offset only depends on the 

dopant density difference, resulting in small band offset and weak confinement for 

electrons. Si:InGaAs/InAlAs HMM (0.52 eV) and Si:InAs/AlSb HMM (1.32 eV) both 

have a larger conduction band offset than Si:InAs/InAs HMM, leading to stronger 

confinement for electrons in the metal layer. 

The growth of Si:InGaAs/InAlAs HMM and Si:InAs/AlSb HMM were 

described in Section 4.2. The plasma wavelength is 8.4μm for Si:InGaAs/InAlAs 

HMM and 8.6μm for Si:InAs/AlSb (Table 4.1). We fabricated gold grating couplers 

with different periods on these two samples and took polarized reflections by FTIR.  

Figure 4.16 compares the experimental TM reflection and the electron 

distribution of three samples starting from the topological transition point where the 

HMM behavior changes from type I to type II. For Si:InAs/InAs, the electrons are not 

well confined in the doped layer. There are two separate VPP modes, which are weak 

and broad, as discussed in Section 4.4. Si:InGaAs/InAlAs HMM has much better 

confinement for electrons, leading to a stronger and narrower VPP absorption. There 

are three visible modes, more than the Si:InAs/InAs HMM. The Si:InAs/AlSb HMM 
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has an ideal square wave distribution with well-separated VPP mode absorptions. The 

absorption is stronger and sharper than the Si:InAs/InAs HMMs and 

Si:InGaAs/InAlAs HMM. The number of visible modes is five, more than the 

Si:InAs/InAs and Si:InGaAs/InAlAs HMMs. The reflection data reveals that 

Si:InAs/AlSb HMM exhibits the best VPP modes among all the samples. 
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Figure 4.16: The experimental TM reflection and simulated electron distribution of 

Si:InAs/InAs HMM, SI:InGaAs/InAlAs HMM and Si:InAs/AlSb HMM. 

The simulation of electron distribution was done by Nextnano. 

Si:InGaAs/InAlAs and Si:InAs/AlSb data were reprinted from  [114] 

with permission obtained from ACS publication. 

We studied the magnetic field profile of the Si:InAs/AlSb HMM (Figure 4.17). 

We indexed the VPP modes after the number of nodes of the magnetic field in the 

direction out of the plane. This indexing scheme was proposed by Avrutsky et al [19]. 

For VPP0, there are no nodes. For VPP1, there is one node, and so on (Figure 4.17 

(b)). This is consistent with the theoretical study done by other people [19]. In Figure 

4.17 (a), we used COMSOL to map out the magnetic profile in the direction out of the 

plane. The number of nodes increases with increasing mode order. This is clearer in 

Figure 4.17 (b) where we plot the magnetic field strength along a vertical line across 

the center of the sample. It is also noticeable in Figure 4.17 (a) that the strength of the 

magnetic field decreases with increasing mode indices (the color become shallower). 

This is consistent with the TM reflection data as shown in Figure 4.16, where the VPP 

mode absorption become weaker and broader for higher order modes. For higher order 

modes, the field confinement is stronger than the lower order modes, leading to a 

greater scattering loss. The magnetic field profile is not symmetric which differs from 

the Figure 4.6 (b). The asymmetric magnetic field profile is caused by the different 

effective refractive index on the two sides of the samples. On one side of the HMM, 

there are thick buffer layers following by a thick GaAs layer. On top of the sample, 

there are gold gratings and air. Since the refractive index of gold grating is 

significantly different from buffer layers and GaAs, the magnetic field profile displays 

vertical asymmetry.  



 113 

 

Figure 4.17: (a) Magnetic field profiles for the five VPP modes for the Si:InAs/AlSb 

HMM with a 1.8 μm grating. (b) Magnetic field intensity as a function of 

vertical position through the sample. The black dashed line indicates the 

zero point and the sawtooth nature of the lines are the result of the 

alternating metal and dielectric layers  [114]. Reprint permission obtained 

from ACS publication. 
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Figure 4.18: Dispersion relation extracted from experimental data. (a) 

Si:InGaAs/InAlAs HMM (b)Si:InAs/AlSb HMM. 
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We extracted the dispersion relation of VPP modes for Si:InGaAs/InAlAs 

HMM and Si:InAs/AlSb HMM from experimental data, as shown in Figure 4.18. The 

dispersion relation is similar to that of Si:InAs/InAs HMM (Figure 4.15) but with 

more modes. For a single mode, the mode index increases with decreasing 

wavelength. Higher order modes have larger mode indices than lower order modes at 

the same wavelength. The largest mode index is around 14 for Si:InAs/AlSb HMM. 

This is comparable to other HMMs created from different material classes. There are 

two unknown modes that exist in Si:InAs/AlSb HMM, as indicated in Figure 4.18 (b). 

We suspect they are surface modes supported by the multilayer structure.  

Among all the material classes we studied, Si:InAs/AlSb HMM exhibits the 

best VPP modes while Si:InAs/InAs HMMs exhibit the weakest VPP modes. 

Si:InGaAs/InAlAs has a smaller conduction band offset than Si:InAs/AlSb and it 

could suffer from the alloy scattering. Thus it exhibits moderate VPP modes. The 

comparison of VPP modes between different material classes could help people 

choose the best material combination for the practical applications of HMMs such as 

subwavelength imaging, focusing, and enhanced detectors.  

4.6 Conclusion 

In this chapter, high-quality VPP modes of semiconductor HMMs in infrared 

were demonstrated. We successfully excited the VPP modes in HMMs by gold grating 

couplers in different material systems, including Si:InAs/InAs, Si:InGaAs/InAlAs and 

Si:InAs/AlSb HMMs. Through the study of Si:InAs HMM, we found that the electron 

distribution profile near the dielectric/ metal interface significantly affects the strength 

of VPP modes. Then we turned to Si:InGaAs/InAlAs and Si:InAs/AlSb material 

systems, which have better electron confinement. Among the material systems we 
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studied, Si:InAs/AlSb HMM, which has the largest conduction band offset, exhibits 

the best VPP modes. We extracted the dispersion relation of these HMMs from the 

reflection spectrum. The mode index of Si:InAs/AlSb is as high as 14, which is 

comparable to visible and near-infrared HMMs made from other material 

classes [19,75,103,104,109]. 

The systematic study of VPP modes in semiconductor HMMs improves our 

understanding of how light interacts with multilayer HMM. We also explored the 

factors that affect the VPP modes. This could be useful when we design HMM-based 

devices. Though our study focuses on infrared, the conclusion could be applied to 

other HMM for different wavelengths. The study paves the way for HMM in practical 

applications such as imaging well below the diffraction limit and detector with better 

sensitivity.  
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THE GROWTH OF HIGHLY SILICON DOPED INDIUM ASENIDE 

USING BISMUTH SURFACTANT 

5.1 Background of the Growth of Si:InAs 

Highly Si-doped InAs is one of the major metal components of semiconductor 

HMM due to its high maximum doping level and small electron effective mass. 

However, Si atoms tend to segregate at the surface at high doping concentration, 

which significantly affects the optical properties, electrical properties, and surface 

quality of the Si:InAs. 

To date, the mechanism behind the surface roughening of highly-doped InAs 

has not been fully investigated. The repulsive Coulomb interaction between the 

ionized Si atoms could be an important reason. In ref [115], the authors demonstrated 

that the repulsive Coulomb interaction between Be dopants limits the doping density 

in the GaAs and leads to the segregation of dopants at extremely high doping 

concentrations. Also, Si atoms are impurities in the InAs lattice and do not have to be 

ionized when they stay at the surface. Thus Si atoms could be at a lower energy state if 

they stay at the surface compared to being ionized in the bulk.   

A fast growth rate (over 1.5μm/h) and a low growth temperature (< 450℃) are 

two common strategies to achieve good Si:InAs quality. When the growth rate is faster 

than the diffusion rate of Si atoms, Si atoms will not be able to reach the surface. 

Instead, they are “buried” in the InAs lattice. A lower growth temperature can 

Chapter 5 
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decrease the diffusion rate of Si atoms, thus slowing them down from moving to the 

surface. However, a fast growth rate indicates a higher cell temperature, which is not 

favored by an MBE system since it increases the chamber pressure and could cause 

potential problems to the effusion cell. Also, a fast growth rate is not favored when we 

grow some fine structures such as quantum wells. A lower growth temperature makes 

the integration of Si:InAs with other material difficult. For example, GaAs, GaSb, and 

AlSb all favor a higher growth temperature. Changing the growth temperature 

interchangeably during the growth is not feasible. Therefore we need to investigate 

other ways to grow Si:InAs with high quality. 

Applying surfactants is a common strategy to improve material qualities during 

the growth of semiconductors by suppressing the diffusion of group III atoms, 

preventing 3D growth mode. Bismuth has been widely used as a surfactant for the 

growth of germanium [116], InAs quantum dots [117] [118], GaAs-InGaAs 

heterostructures [119], InAsSb [120], and many more systems [121–126]. It usually 

does not incorporate into the lattice unless the substrate temperature is below 

350℃  [127–130]. There are other surfactants for the growth of III-V semiconductors, 

such as tellurium and antimony. However, these surfactants will either introduce 

significant defect levels or incorporate into the lattice.  

In this project, the growth of highly Si-doped InAs using bismuth as a 

surfactant was investigated. In Section 5.2, I will discuss the growth and 

characterization details of highly Si-doped InAs. Section 5.3 and Section 5.4 will 

focus on the optical properties, electrical properties, and surface morphology of 

Si:InAs grown at different conditions. We will see how Bi surfactant improves the 
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quality of highly-doped Si:InAs and broadens the growth window of Si:InAs. Section 

5.5 is the conclusion of the project.  

5.2 The Growth and Characterization of Highly-Doped InAs using Bismuth 

Surfactant 

The chapter will discuss ten Si:InAs samples with varying growth temperatures 

and Bi fluxes (see Table 5.1). The samples were grown on undoped GaAs substrates 

directly without buffer layers. The deoxidation process is the same as described in 

previous chapters (Section 3.2). The indium beam equivalent pressure was 

1.56× 10−6 Torr.  The Si cell temperature was the same for all samples.  

Table 5.1: Bi/In flux ratio, growth temperature, carrier density, mobility, plasma 

wavelength and scattering rate of Si:InAs samples. 
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I conducted room-temperature Hall measurements using a custom-built four-

point van der Pauw setup to extract the bulk carrier density (𝑛3𝐷) and the mobility (μ) 

of the samples (Section 2.3.2.1). The plasma wavelength and scattering rate were 

extracted from the reflection spectrum. A DTGS detector and a Pike instrument were 

used to set up the reflection experiment with an incident angle of 10 degrees. The 

spectral resolution is 4cm−1 and the scan velocity is 10kHz. The reflection data were 

normalized to the reflection from a gold mirror whose reflection is assumed to be 

100% in infrared. Extracted carrier density, mobility, plasma wavelength (𝜆𝑝) and the 

scattering rate (Γ) were summarized in Table 5.1. 

5.3 Optical and Electrical Properties of Heavily Si-doped InAs Thin Films 

Hall measurement was used to extract the carrier density and mobility of the 

films, as shown in Figure 5.1. Solid symbols are used to represent samples with a 

shiny specular surface, while open symbols indicate a diffuse cloudy surface. The 

dotted line indicates the carrier density predicted from calibration films assuming the 

ionization efficiency is 100%. The sample grown at 450℃ with 0% Bi flux (red 

rectangular) shows a low carrier density and mobility with a cloudy surface. With 1% 

Bi added (orange circle), the carrier density was increased to the expected value 

(dashed line) with higher mobility and a specular surface. A 2% Bi (green triangular) 

further increases the carrier density without a significant effect on the mobility within 

the error bars. Holding the Bi flux at 2% and other conditions the same, several 

Si:InAs samples were grown with increasing growth temperatures (green triangular 

symbols). The surface stays specular even at 520℃. There is a small increase in the 

carrier density with a small decrease in mobility probably caused by the scattering 

from incorporated ionized impurities. When we reached 550℃, the surface became 
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diffuse with a decreased carrier density below the expected value. When Bi flux was 

increased to 3% (blue triangular), the surface returned to specular with slightly 

increased carrier density. However, further increasing the Bi flux to 4% leads to a 

diffuse surface. The three samples grown at 550℃ exhibit the highest mobility, 

disregarding the quality of the sample surface. We attribute this to the improved 

crystallinity of the InAs when grown at a higher temperature.  

 

 

Figure 5.1:  Electrical properties extracted from Hall measurements. (a) carrier 

density (b) mobility. Solid symbols indicate specular surface, while open 

symbols indicated diffuse surface. The dotted line is the carrier density 

predicted from calibration films.  
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 Plasma wavelength (𝜆𝑝) and scattering rate (Γ) were extracted from the 

reflection spectrum using transfer matrix and Drude model: 

 𝜀𝑆𝑖:𝐼𝑛𝐴𝑠 = 𝜀𝑠 (1 −
𝜔𝑝

2

𝜔2+𝑖𝜔Γ
) (Equation 5.1) 

where  𝜀𝑠 is the high frequency permittivity of the undoped InAs and ω is the 

frequency of incident light. Figure 5.2 shows the experimental and simulated 

reflection of the sample grown at 450℃ with 1% Bi flux. The simulation matches the 

experiment very well.  
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Figure 5.2: Simulated and experimental reflection of the sample grown at 450℃ with 

a 1% Bi/In flux ratio.  

The extracted plasma wavelength and scattering rate were plotted in Figure 

5.3. The plasma wavelength exhibits a similar trend to the carrier density since the 

plasma wavelength is proportional to the free carrier density. Shorter plasma 

wavelengths were obtained at higher carrier densities. However, the scattering rate 

doesn’t follow the trend of mobility in Figure 5.1 (b). This is reasonable because 

mobility is a DC measurement, while the scattering rate is measured at high optical 

frequencies. 
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Figure 5.3:  Plasma wavelength and scattering rate extracted from the reflection 

spectrum. Solid symbols indicate a specular surface, while open symbols 

indicate diffuse surfaces.  

5.4 Surface Morphology of Heavily Si Doped InAs Thin Films 

Optical microscope, SEM and AFM were used to study the surface 

morphology of Si:InAs samples. Figure 5.4 shows the pictures from the optical 

microscope and SEM for two samples grown at 450℃ with different Bi surfactant 

fluxes. For the sample grown at 450℃ without Bi flux (Figure 5.4(a)), we observed 

dark spots under the optical microscope. These dark spots cause the sample 

appearance to be cloudy to the eye. Examined under SEM, these dark spots are deep 
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trenches elongated along the [110] directions. We think these trenches are caused by 

the clustering of Si atoms [131,132]. Similar trenches were observed in heavily-doped 

GaAs [132,133]. For those GaAs samples, the observed trenches also evolved along 

[110] and it was found that a higher doping density led to more and longer trenches. 

InAs has similar crystal structure to GaAs and the trenches exhibit similar 

characteristics, so it is reasonable to hypothesize that the trenches observed in InAs are 

also caused by Si atoms clustering. For the sample with Bi flux (Figure 5.4 (b)), the 

surface is smooth without those trenches along [110] direction under optical 

microscope or SEM. This sample also appeared to be specular and shiny to the eye. 

We also collected AFM pictures, as shown in Figure 5.5. The sample grown at 450℃ 

without Bi exhibits deep trenches, with maximum depth around 400nm. The sample 

grown at 450℃ with Bi is flawless and smooth. The AFM images are consistent with 

the SEM and optical microscope pictures. The improvement of the surface 

morphology indicates that the presence of Bi help Si atoms better incorporate into the 

lattice rather than clustering at the surface. The data from Hall measurement and FTIR 

also supports this conclusion.   
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Figure 5.4:  Optical microscope images for samples grown at 450℃ with bismuth 

fluxes of 0% (a) and 1% (b).  Insets show corresponding scanning 

electron microscope images.  Rectangular trenches are observed in (a), 

while (b) is featureless. 
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Figure 5.5:  AFM figures for the sample grown at 450℃ (a) without Bi and (b) with 

Bi. Deep trenches are present in (a) while (b) is atomic smooth. The 

AFM data were taken by Patrick Sohr from the University of Delaware. 

Root mean square (RMS) roughness of surface roughness is extracted from the 

AFM, as shown in Figure 5.6. Figure 5.6 (a) shows RMS roughness for samples 

grown at 450℃ and 550℃ as a function of Bi flux. The RMS roughness of samples 

grown at 450℃ drops from 64.4nm to 0.7nm when Bi/In ratio changes from 0% to 

1%. Further increasing the Bi flux does not change the roughness significantly. This 

indicates that the Bi surfactant has an apparent smoothing effect for Si:InAs. For 

samples grown at 550℃, the sample with 3% Bi flux has the lowest RMS roughness. 

This is also the only shiny sample to the eye for samples grown at 550℃. In Figure 5.6 

(b) plots the RMS roughness of samples grown at 2% Bi/In flux ratio but with varying 

temperatures from 450℃ to 550℃. The RMS roughness stays below 15nm when the 

substrate temperature is below or equal to 520℃, indicating a broader growth window. 

The RMS roughness increases significantly at a higher temperature, around 32nm at 

550℃.  

At low temperature and low Bi flux, the roughness of the Si:InAs results from 

the trenches caused by Si atom clustering. The application of Bi flux could suppress 

the diffusion of Si atoms, preventing the formation of the trenches. When we held the 

Bi flux constant and increased the growth temperature, the thermal roughness 

gradually dominates. Further increasing the Bi could somehow suppress the 

roughness, by suppressing the movement of group III atoms as well as Si atoms. 

However, large Bi flux could also lead to the formation of Bi-In complexes, resulting 
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in a rough surface. In summary, the roughness of Si:InAs is caused by multiple 

mechanisms, including Si atom clustering, thermal roughness, and Bi-In complex.  
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Figure 5.6: RMS roughness as a function of growth temperature for samples grown 

with a bismuth flux of 2%; surface roughness increases above ~500℃. 

(d) RMS roughness as a function of bismuth flux for samples grown at 

450℃ (black squares) and 550℃ (red circles). The AFM data were taken 

by Patrick Sohr from the University of Delaware. 
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5.5 Conclusion 

In this chapter, the effects of Bi surfactant on the optical properties, electrical 

properties and surface morphology of highly Si-doped InAs were investigated. It was 

demonstrated that a small amount of Bi could improve the silicon incorporation, lower 

the scattering rate, and lead to a smoother surface. Improved silicon incorporation and 

a low scattering rate are crucial for the creation of plasmonic materials. Also, a smooth 

surface is always required for practical device fabrication. The use of Bi surfactant 

also broadens the growth window of Si:InAs, allowing us to grow Si:InAs at a higher 

temperature. This makes the epitaxial integration of Si:InAs with other 

semiconductors, such as AlSb and GaSb which favor higher growth temperature (over 

500℃), much easier.  
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CONCLUSIONS AND FUTURE WORK 

6.1 Summary and Impact of the Work  

Previous chapters focus on the growth, characterization, and modeling of 

semiconductor HMMs for the infrared. In Chapter 1, the concepts of optical 

metamaterials and HMM were briefly reviewed. To move the study of HMM to the 

infrared, we chose III-V semiconductor as building blocks due to their remarkable 

properties including small effective masses and high mobilities.  

Chapter 3 presented the designer InAs HMM for the infrared. We grew InAs 

HMMs with various filling ratios and doping concentrations. The reflection and 

transmission data shows InAs HMMs have flexible optical properties by adjusting the 

structure parameters. Discontinuity of Brewster angle and negative refraction, two 

hallmarks of HMM, were experimentally demonstrated. The shortest experimental 

working wavelength of InAs HMM is as short as 5.8μm. This is the first 

demonstration of HMM created from a single material system.  

Chapter 4 investigated the VPP modes in different semiconductor HMMs. We 

first study the VPP modes in InAs HMMs. The experimental result and simulation 

show that the electron distribution near the metal/dielectric interfaces plays an 

important role in the quality of VPP modes. Due to weak electron confinement in the 

doped layer, InAs HMMs exhibit weak and broad VPP modes. Then we turned to 

Si:InGaAs/InAlAs HMM and Si:InAs/ AlSb HMMs, who have better electron 

Chapter 6 
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confinements. Up to five modes were observed in a single sample (Si:InAs/AlSb 

HMM). The highest mode index is around 14, which leads to strong light confinement 

in the bulk. We also found that InAs/AlSb HMM exhibits the best VPP modes. The 

study of VPP modes in different HMMs sheds light on how to select suitable materials 

when considering practical HMM applications. Though we only focus on infrared in 

the dissertation, the conclusion could also be applied to other HMMs and wavelength 

range. 

In Chapter 5, the surfactant effect of bismuth on the growth of highly Si-doped 

InAs was discussed. The optical properties, electrical properties, and surface 

morphology were significantly improved after the application of bismuth surfactant. 

The growth window of highly doped InAs is also broadened by the bismuth surfactant, 

making it more compatible with other semiconductors who favor higher growth 

temperatures. 

This dissertation systematically studies the semiconductor HMMs in the 

infrared, demonstrating the great potential of doped semiconductors as a new class of 

plasmonic materials. The semiconductor HMMs have outstanding and flexible optical 

properties in the infrared, such as negative refraction and VPP modes with high mode 

indices. These unique properties of HMMs open new routes to manipulate light-matter 

interaction in the infrared. Also, it is easy to integrate semiconductor HMMs with 

other state-of-the-art semiconductor optoelectronic structures and devices including 

quantum wells, quantum dots, and quantum cascade lasers. Semiconductor HMMs 

may find wide applications in subwavelength imaging, spontaneous emission 

enhancement, environmental sensing, and biosensing. 
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6.2 Future Work 

6.2.1 Strong Coupling 

Chapter 4 focuses on VPP modes in different semiconductor HMMs. As 

briefly mentioned in Section 4.1, a potential application of HMMs is efficient quantum 

well infrared photodetectors and tunable intersubband light-emitting devices based on 

strong coupling between VPP modes and intersubband transition (ISBT) of multiple 

quantum wells (MQWs) [84].  
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Figure 6.1: Left figure: strong coupling between a surface plasmon-polariton mode 

(diagonal dotted line) and an excitonic mode (horizontal dashed line). 

The energies of these two modes are shown as a function of in-plane 

wavevector. The system is a metal film (that supports the SPP mode) 

overcoated with a film of polymer containing aggregated dye molecules. 

The solid lines and the data (circles) show how these modes interact to 

produce an avoided crossing, the dashed lines show the dispersion 

expected in the absence of strong coupling. Figure reproduced with 

permission from  [134]. Figures on the right: strong coupling regime can 

be defined as the splitting being large enough compared to the linewidths 

of the coupled states so that it is actually experimentally visible as in the 

upper picture; in the lower one, the splitting is hidden under the 

linewidths [135]. Reprint permission obtained from IOP Publishing 

Strong coupling is an interaction between two distinct resonances in one 

system [136–139]. A critical feature of the strong coupling is the energy level splitting 

(Rabi splitting) which could be obtained by classical theory using two coupled 

harmonic oscillators model. Figure 6.1 shows the anti-crossing of strong coupling 

between an SPP mode and an excitonic mode. The new modes are neither purely SPP 
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modes or purely excitons. Instead, the new modes are mix modes of SPP modes and 

excitons.  

It has been theoretically demonstrated that strong coupling could happen in 

HMM with MQWs embedded in the dielectric layer [84]. The designed structure is 

shown in Figure 6.2. In this structure, the two resonances that form strong coupling are 

VPP modes and the ISBT in the MQWs.  

 

 

Figure 6.2: Schematic of designed strong coupling structure. The picture on the left 

shows the VPP modes in a Si:InAs/AlSb HMM. The picture on the right 

shows MQW structure and intersubband transition (ISBT). Picture in the 

middle shows the compound structure of MQWs embedded in an HMM.  

The strong coupling of the designed structure is simulated by COMSOL as 

shown in Figure 6.3. In this structure, the ISBT is designed to be 20μm. The 

topological transition point, where the properties of HMMs transit from type I to type 

II area, is around 10μm. Strong coupling could be observed in type II region.  
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Figure 6.3: Simulated TM reflection of an HMM structure with MQWs as dielectric 

layers. Strong coupling resulting from the interaction of VPP modes and 

embedded MQWs is observed at intersubband transition (20μm). The 

simulation is done by COMSOL. 

So far, the weak coupling in HMM has been reported in many 

papers [21,140,141]. However, the strong coupling has not been experimentally 

observed in HMMs. Currently, we are working on the growth and characterization of 

InAs/AlSb MQWs using our new MBE system (Apollo). After successfully growing 

the InAs/AlSb MQWs, we will embed MQWs into Si:InAs/AlSb HMM structures. 

The strong coupling is expected to be observed in TM reflection spectrum as shown in 

Figure 6.3. The experiment will demonstrate the integration of semiconductor HMMs 
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and quantum wells. The coupling between quantum wells and HMMs will also 

provide us with information about the electric field distribution of VPP modes. It will 

lay a solid foundation for creating new optoelectronic devices such as highly sensitive 

quantum well infrared photodetectors. 

6.2.2 Rainbow Trapping 

Rainbow trapping refers to the phenomenon of strong absorption over a wide 

wavelength range, which could help improve the efficiency of light energy utilization. 

Sawtooth HMM-based rainbow trapping could lead to the tunable broadband super 

absorber [142–144].  

The mechanism behind rainbow trapping of HMM is based on the slowlight 

mode, which is defined as light at a very low group velocity and could even reach a 

complete standstill state. Figure 6.4 explains how broadband absorption is realized in a 

sawtooth HMM. In the figure, we could see that the energy flow first propagates 

downwardly and then whirls into the sawtooth HMM, forming vortexes mode that was 

trapped in the structure. Also, different wavelengths were trapped in different parts of 

the absorber. Shorter wavelength accumulated at the upper part of the structure while 

longer wavelength was trapped at the lower part of the absorber [143].  

Related work on the visible range has been carried out by other people but no 

work has been done in the infrared yet. We have successfully used wet etching, a cost-

effective and efficient method, to etch Si:InAs/InAs HMM to a sawtooth shape and 

more work will be done on other material systems (Si:InGaAs/InAlAs HMM and 

Si:InAs/AlSb HMM). The most challenging part is to find the etching recipe that 

could etch different semiconductors at similar rates. If the etching solution has 
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dramatically different etch rates for different layers, the topper layers with a faster etch 

rate might be completely etched away before the bottom layers got etched.  

The rainbow trapping from semiconductor HMMs will demonstrate the 

potential of HMMs for creating super broadband absorber devices in infrared. In the 

future, sawtooth HMMs could be integrated with other optoelectronic devices to 

improve the efficiency of light utilization in the infrared.  
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Figure 6.4: Distributions of magnetic field (color maps) and energy flow (arrow 

maps) for the sawtooth AMM absorber at different incident wavelengths: 

(a) 𝜆0 = 3.5 μm, (b) 𝜆0 = 4.5 μm, and (c) 𝜆0 = 5.5 μm. The vertical 

positions of field maxima are indicated with dotted arrows in the 

magnetic field plots  [143]. Reuse permission obtained from the 

American Chemical Society. 
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